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Abstract—Incident response (IR) requires fast, coordinated,
and well-informed decision-making to contain and mitigate cy-
ber threats. While large language models (LLMs) have shown
promise as autonomous agents in simulated IR settings, their
reasoning is often limited by a lack of access to external knowl-
edge. In this work, we present AutoBnB-RAG, an extension of
the AutoBnB framework that incorporates retrieval-augmented
generation (RAG) into multi-agent incident response simulations.
Built on the Backdoors & Breaches (B&B) tabletop game
environment, AutoBnB-RAG enables agents to issue retrieval
queries and incorporate external evidence during collaborative
investigations. We introduce two retrieval settings: one grounded
in curated technical documentation (RAG-Wiki), and another
using narrative-style incident reports (RAG-News). We evalu-
ate performance across eight team structures, including newly
introduced argumentative configurations designed to promote
critical reasoning. To validate practical utility, we also simulate
real-world cyber incidents based on public breach reports,
demonstrating AutoBnB-RAG’s ability to reconstruct complex
multi-stage attacks. Our results show that retrieval augmentation
improves decision quality and success rates across diverse organi-
zational models. This work demonstrates the value of integrating
retrieval mechanisms into LLM-based multi-agent systems for
cybersecurity decision-making.

Index Terms—incident response, large language models, multi-
agent systems, retrieval-augmented generation, cybersecurity

I. INTRODUCTION

As cyber threats become more frequent, sophisticated, and
multi-phased, effective incident response (IR) [1]–[5] has
become a critical capability for organizational resilience. Inci-
dent response demands timely decision-making, coordination
across specialized roles, and the ability to adapt to incomplete
and evolving information. Traditional approaches rely heavily
on human teams, structured protocols, and expert judgment,
which can be slow or inconsistent under operational stress.
To address these limitations, recent research has explored the
use of large language models (LLMs) as autonomous agents
capable of supporting or simulating incident response teams.

LLMs have demonstrated strong performance in multi-
agent collaboration tasks [6], [7] due to their capabilities in
natural language understanding, planning, and communication.
These capabilities have enabled progress in domains such
as scientific reasoning [8], healthcare decision-making [9],
economic retrieval [10], supply chain management [11], and
customer relationship [12]. In cybersecurity, LLMs have been
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Fig. 1: Team structures evaluated in LLM-driven incident
response simulations using the Backdoors & Breaches frame-
work.

evaluated on benchmarks [13]–[16] and deployed in simulation
environments to emulate defenders or analysts [17]–[19]. One
prominent framework for such simulations is Backdoors &
Breaches (B&B) [20]–[22], a structured tabletop game de-
signed to model realistic IR scenarios. AutoBnB [23], [24]
extended this framework by enabling LLM-based agents to
collaborate through structured dialogue in uncovering attack
sequences under various team structures.

This paper introduces AutoBnB-RAG, an extension of the
AutoBnB1 framework [23], [24] that equips LLM agents with
retrieval capabilities during simulated incident response. Al-
though LLMs are effective in reasoning and dialogue, they can
suffer from hallucinations or gaps in factual knowledge, espe-
cially when faced with domain-specific or evolving threats.
AutoBnB-RAG builds on the concept of retrieval-augmented
generation (RAG) [25], [26], allowing agents to issue queries
and incorporate external knowledge dynamically throughout
the simulation. We define two retrieval settings: RAG-Wiki,
which provides access to curated technical documentation,
and RAG-News, which offers narrative-style incident response
stories. We evaluate eight team structures, including two newly
introduced argumentative configurations that promote internal

1https://github.com/zefang-liu/AutoBnB
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critique and reflective reasoning. To validate the framework
beyond synthetic settings, we also simulate three real-world
cybersecurity incidents based on public breach disclosures.
This integration of retrieval and multi-agent coordination of-
fers a more grounded and adaptive framework for simulating
LLM-driven incident response.

II. RELATED WORK

Recent research has explored the integration of large lan-
guage models (LLMs) with retrieval-augmented generation
(RAG) to support cybersecurity operations. GenDFIR [27]
demonstrated the potential of zero-shot LLMs combined with
RAG for forensic timeline reconstruction. CyberRAG [28] in-
troduced an agentic framework that combines iterative retrieval
with specialized classifiers to enhance cyber-attack classifica-
tion and explanation. MoRSE [29] employed parallel RAG
pipelines over heterogeneous sources to improve QA accuracy
in cybersecurity contexts. Graph-enhanced approaches such as
CyKG-RAG [30] and GraphCyRAG [31] integrated structured
knowledge graphs into the RAG pipeline, improving contex-
tual grounding and retrieval precision. Other domain-specific
applications include cyber-attack attribution [32], cybersecu-
rity education [33], and threat tracing using graph-based RAG
modeling [34]. Our work, AutoBnB-RAG, advances this line
of research by embedding RAG into a multi-agent simulation
framework for incident response, enabling LLM agents to
dynamically retrieve and share external knowledge during
collaborative decision-making.

III. METHODOLOGY

In this section, we present the simulation framework, team
structures, and retrieval-augmented generation setup used to
evaluate multi-agent incident response with large language
models.

A. Simulation Framework

We base our simulation on Backdoors & Breaches2

(B&B) [20], a cooperative cybersecurity card game designed
to emulate real-world incident response scenarios. The game
centers around a structured challenge in which a defending
team must uncover a sequence of four hidden attack stages.
These stages include initial compromise, pivot and escalate,
command and control (C2) with exfiltration, and persistence.
The full card set includes over 50 unique cards, organized
into 13 initial compromise cards, 12 pivot and escalate cards,
7 C2 and exfiltration cards, and 14 persistence cards. These are
complemented by 12 procedure cards that represent common
detection or investigative techniques. A detailed listing of
all card types and categories is provided in Appendix A.
While B&B also includes inject and consultant cards for
added variability, we omit these elements in our simulation
to maintain a controlled evaluation setup.

Gameplay begins with one agent assuming the role of the
incident captain, who randomly selects one attack card from
each of the four attack categories to define the hidden scenario.

2https://www.blackhillsinfosec.com/tools/backdoorsandbreaches/

(a) Initial Compromise card (b) Pivot and Escalate card

(c) C2 and Exfil card (d) Persistence card

(e) Procedure card (f) Inject card

Fig. 2: Examples of Backdoors & Breaches cards used in this
study. Image source: Black Hills Information Security.

The defending agents are given access to a pool of procedure
cards, with four of them marked as established procedures,
which provide a +3 modifier on dice rolls due to their
perceived reliability. Each turn, the defenders collaboratively
choose a single procedure card and roll a 20-sided die to

https://www.blackhillsinfosec.com/tools/backdoorsandbreaches/


determine whether the attempt is successful. A roll of 11 or
higher reveals a hidden attack card if the selected procedure
is relevant to it. The team wins if all four attack cards are
revealed within 10 turns; otherwise, the game ends in failure.

Following AutoBnB [23], [24], to operationalize B&B for
systematic experimentation, we implement it as a multi-
agent simulation environment. Human players are replaced by
large language model (LLM)-based agents that communicate,
reason, and act within the bounds of the game’s rules. The
simulation environment automates the mechanics of card man-
agement, dice rolling, and game progression. Each scenario
consists of one incident captain and five defender agents whose
roles, expertise, and communication strategies vary based on
predefined team structures. This setup enables consistent and
repeatable evaluation of different organizational configurations
and allows us to investigate how retrieval-augmented genera-
tion influences multi-agent incident response under realistic
constraints.

B. Team Structures

We evaluate eight team structures that model different
organizational approaches to multi-agent incident response, as
illustrated in Figure 1. The original six configurations from
AutoBnB [23], [24] vary along two dimensions: leadership
and expertise. Centralized teams are directed by a designated
leader, while decentralized teams rely on collective decision-
making. Hierarchical teams introduce mixed experience levels,
where senior agents guide others. Each of these can be
homogeneous, with all agents acting as generalists, or het-
erogeneous, with members assigned specific domain expertise
such as endpoint security, log analysis, or threat detection.

To expand this design space, we introduce two new struc-
tures: homogeneous argumentative and heterogeneous argu-
mentative. These teams include agents that adopt an explic-
itly critical stance, challenging peer proposals and offering
alternative perspectives during collaborative planning. The
argumentative role is intended to stimulate deeper analysis
and reduce groupthink. In the homogeneous version, all agents
are generalists engaging in argumentative reasoning. In the
heterogeneous version, this behavior is embedded within a mix
of domain-specialized agents. Together, these eight configura-
tions allow us to examine how team composition and reasoning
style affect incident response effectiveness.

C. Retrieval-Augmented Generation

To enhance reasoning and contextual understanding dur-
ing gameplay, we integrate a retrieval-augmented generation
(RAG) mechanism into the simulation pipeline. This function-
ality is introduced as a post-attempt step in the turn sequence,
specifically after a procedure attempt has been resolved. Fol-
lowing a failed roll, the incident captain initiates a retrieval
operation to surface relevant external information that can
assist the defenders. This capability simulates the real-world
practice of cybersecurity teams consulting documentation,
threat intelligence reports, or knowledge bases when facing
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Fig. 3: Gameplay flow of AutoBnB-RAG, illustrating the
interaction loop between defenders, retrieval, and success
conditions.

uncertainty or investigative dead ends. The full gameplay loop,
including the RAG interaction points, is illustrated in Figure 3.

A dedicated retrieval agent is added to the agent envi-
ronment. This agent does not participate in discussion or
reasoning but is responsible for handling all retrieval function
calls. It receives concise queries from the incident captain and
silently returns the relevant results, which are then shared with
the group. The incident captain’s responsibilities are updated to
include identifying when retrieval is appropriate, constructing
a meaningful query, and relaying the retrieved knowledge to
the defenders. To encourage its use, the detection-checking
logic is also modified: on a failed procedure attempt, the
system prompts the incident captain to issue a retrieval query
using relevant scenario keywords.

The retrieval process is fully integrated into the group chat
structure. The retrieval agent is included in the communication
graph, and the group chat manager ensures proper speaker
transitions. This seamless integration allows the team to access
external cybersecurity knowledge in context, without disrupt-
ing the natural flow of the game. To explore different retrieval
styles, we define two settings: RAG-Wiki, which retrieves
from a curated collection of technical articles and documenta-
tion, and RAG-News, which retrieves from a synthetic corpus



of narrative-style incident reports. These two settings provide
contrasting forms of external context, with one grounded in
factual reference material and the other in realistic storytelling.
We describe the construction of each knowledge source in the
following subsections.

D. Webpage Collection

For the RAG-Wiki setting, we enhanced the AutoBnB
framework with retrieval-augmented generation by integrating
a curated set of 125 webpages containing relevant cybersecu-
rity knowledge. These webpages were collected from sources
such as Wikipedia, Microsoft Learn, MITRE ATT&CK,
OWASP, and leading cybersecurity blogs, with their overall
distribution summarized in Table I. The selected documents
cover technical explanations, threat models, and practical
guidance related to the attack and procedure cards used in the
Backdoors & Breaches simulation. Topics include access token
manipulation, ARP spoofing, DLL injection, phishing, insider
threats, malware injection, and defensive strategies such as
SIEM analysis, deception technology, and endpoint detection.
By grounding agent reasoning and discussions in this knowl-
edge base, we aimed to provide contextual clarity and factual
support for each decision made during simulated incident
response. This RAG integration allows defender agents to
retrieve and incorporate real-world cybersecurity insights into
their collaborative actions.

TABLE I: Distribution of webpages collected for the RAG-
Wiki setting.

Source Category Count Percentage

Wikipedia 67 53.6%
MITRE ATT&CK 9 7.2%
Microsoft Learn / Support 6 4.8%
CISA / Government 3 2.4%
Cybersecurity Blogs / Vendors 27 21.6%
Other 13 10.4%

Total 125 100%

E. News Generation

For the RAG-News setting, we generated 100 synthetic
news-style incident reports to serve as retrieval-augmented
knowledge grounded in realistic narrative form. These stories
were produced using a structured prompt template in Ap-
pendix B designed to simulate plausible multi-stage cyber-
attacks, inspired by the Backdoors & Breaches card game. To
ensure reliability, we additionally conducted manual checks
on some sampled stories to validate their narrative quality and
adherence to realistic investigative logic. Each news begins
with an original title and follows a fictional internal cyberse-
curity team as they investigate and respond to an unfolding
incident. The attack path, comprising stages like initial com-
promise, privilege escalation, persistence, and data exfiltration,
is gradually revealed through the team’s application of various
procedure cards. The narratives incorporate both successful
and failed investigative efforts, highlighting how different

procedures either uncovered or missed critical attack vectors.
Importantly, each scenario is written to mirror the logic and
uncertainty of real-world incident response, offering defenders
contextualized examples of how investigations might unfold.
To promote coverage and diversity, we use different combina-
tions of attack and procedure cards for news generation and
the downstream AutoBnB-RAG evaluation, ensuring minimal
overlap and broader generalization across retrieved content.

IV. EXPERIMENTS

To evaluate the capabilities of AutoBnB-RAG, we design
simulations that test its performance across varied team struc-
tures, retrieval settings, and attack scenarios.

A. Experimental Setup

We follow the simulation protocol from the original Au-
toBnB framework, using the AutoGen [35] system with GPT-
4o [36] as the base model and a temperature setting of 0.7.
Each team consists of five defender agents assigned roles
based on one of eight predefined structures. The six original
structures include: homogeneous centralized (1 team leader
and 4 generalist members), heterogeneous centralized (1
leader and 4 domain experts), homogeneous decentralized
(5 generalists), heterogeneous decentralized (5 domain ex-
perts), homogeneous hierarchical (3 generalist experts and
2 beginners), and heterogeneous hierarchical (3 domain
experts and 2 beginners). We introduce two additional team
structures to examine the impact of structured disagreement:
homogeneous argumentative and heterogeneous argumen-
tative, created by modifying the decentralized versions to
assign argumentative roles to all team members. These agents
contribute as generalists or experts while actively promoting
critical discussion by questioning peer suggestions and of-
fering alternative reasoning. Each team structure is evaluated
over 30 independent simulation runs to ensure consistency and
statistical robustness.

For retrieval-augmented settings, we use a default con-
figuration that retrieves the top 3 most relevant documents
per query. Documents are split into overlapping chunks of
5,000 characters with 500 characters of overlap using a
recursive character-based text splitting strategy provided by
LangChain [37]. Retrieved passages are stored and indexed
using Chroma [38] as the vector database backend. This
setup ensures that agents receive contextually relevant and
sufficiently detailed information to support their decision-
making throughout the simulation.

B. Simulation Example

Table II illustrates a complete 10-turn simulation using the
homogeneous centralized team structure with the RAG-News
setting. The team successfully uncovered all four hidden attack
cards, achieving victory on the final turn. The table captures
each procedure selection, dice roll outcome, and whether the
attempt revealed an incident. Additionally, we annotate each
turn with whether a retrieval was triggered based on post-
failure feedback. Retrieval occurred in 6 out of 10 turns,



TABLE II: Turn-by-turn game trajectory from a simulation using the homogeneous centralized team structure with RAG-News.

Turn Procedure Roll Modifier Success Revealed Incident Retrieval

1 Endpoint Analysis 17 +3 Yes Local Privilege Escalation No
2 User and Entity Behavior Analytics 10 +3 No - Yes
3 Network Threat Hunting - Zeek/RITA Analysis 5 +0 No - Yes
4 Firewall Log Review 4 +0 No - Yes
5 Endpoint Security Protection Analysis 20 +0 Yes Application Shimming No
6 Network Threat Hunting - Zeek/RITA Analysis 18 +0 Yes Social Engineering No
7 SIEM Log Analysis 10 +0 No - Yes
8 Network Threat Hunting - Zeek/RITA Analysis 4 +0 No - Yes
9 User and Entity Behavior Analytics 3 +3 No - Yes
10 Network Threat Hunting - Zeek/RITA Analysis 11 +0 Yes HTTP as Exfil No

typically following failed or inconclusive procedure attempts.
This highlights how retrieval augmentation is selectively en-
gaged to provide external knowledge support when the team’s
internal reasoning or roll outcomes are insufficient, improving
situational awareness and helping the team recover from earlier
setbacks.

C. Experimental Results

TABLE III: Win rates and performance gains by team structure
in simulated incident response scenarios with and without
retrieval augmentation.

Team Base RAG-Wiki RAG-News

Homo. Cen. 20.0 50.0 (+30.0) 60.0 (+40.0)
Hetero. Cen. 30.0 43.3 (+13.3) 63.3 (+33.3)
Homo. Decen. 33.3 40.0 (+6.7) 43.3 (+10.0)
Hetero. Decen. 26.7 50.0 (+23.3) 50.0 (+23.3)
Homo. Hier. 23.3 40.0 (+16.7) 43.3 (+20.0)
Hetero. Hier. 30.0 36.7 (+6.7) 70.0 (+40.0)
Homo. Arg. 23.3 43.3 (+20.0) 46.7 (+23.4)
Hetero. Arg. 30.0 46.7 (+16.7) 53.3 (+23.3)

Table III reports the win rates of all eight team struc-
tures across three conditions: base (no retrieval), RAG-Wiki
(retrieval from technical webpages), and RAG-News (re-
trieval from narrative-style incident stories). Across the board,
retrieval-augmented teams outperform their base counterparts,
often by large margins. Centralized teams benefit significantly
from external information, with the homogeneous centralized
team improving from 20.0% to 60.0% under RAG-News and
50.0% under RAG-Wiki. Heterogeneous centralized teams
show a similar trend, reaching 63.3% with RAG-News. The
impact of retrieval is especially strong for the heterogeneous
hierarchical team, which reaches the highest overall perfor-
mance at 70.0% with RAG-News, compared to just 30.0% in
the base case.

Decentralized teams also see meaningful improvements,
though the gains are somewhat smaller in homogeneous con-
figurations. Argumentative teams demonstrate notable retrieval
benefits despite their lack of centralized control, with the
heterogeneous argumentative team improving from 30.0% to
53.3% under RAG-News and to 46.7% under RAG-Wiki.
These results suggest that both access to external context and

the presence of critical reasoning roles contribute to more
successful incident response. Overall, retrieval augmentation
enhances team adaptability, improves procedure selection, and
reduces the likelihood of overlooking key attack vectors.

D. Ablation Studies

To understand the sensitivity of AutoBnB-RAG’s perfor-
mance to retrieval design choices, we conduct ablation exper-
iments varying key parameters such as the number of retrieved
passages and chunk sizes.

1) Effect of Retrieval Numbers: To assess the impact of
retrieval depth, we vary the number of retrieved documents
per query (top-k) and evaluate performance in the homoge-
neous centralized team setting. As shown in Table IV, both
RAG-Wiki and RAG-News settings show relatively stable
performance across different values of k, with no significant
degradation as more documents are retrieved. This suggests
that the AutoBnB-RAG framework is reasonably robust to
the choice of retrieval depth in the context of this game. In
particular, we find that retrieving a small number of documents
is often sufficient to provide helpful context for decision-
making, while retrieving more documents may offer additional
information but also increase the risk of introducing noise.

TABLE IV: Win rates (%) for varying numbers of retrieved
documents in the homogeneous centralized team setting.

Team Top-1 Top-3 Top-5

RAG-Wiki 46.7 50.0 46.7
RAG-News 60.0 60.0 63.3

2) Effect of Chunk Sizes: We study the effect of document
chunk size by comparing 1,000-character and 5,000-character
configurations in the homogeneous centralized team setting.
As shown in Table V, larger chunks generally yield higher
or comparable win rates, suggesting that preserving more
context within each retrieval unit can help agents reason more
effectively. This trend is particularly visible in the RAG-Wiki
setting, where the win rate improves with longer chunks.
However, the difference is less pronounced for RAG-News,
indicating that narrative-based retrieval may already provide
sufficient coherence even with smaller chunk sizes. Overall,
these results suggest that using moderately larger chunks can



benefit retrieval-augmented performance, though the optimal
size may depend on the nature of the underlying documents.

TABLE V: Win rates (%) for different document chunk sizes in
the homogeneous centralized team setting, using a character-
based recursive text splitter.

Team 1k Chars 5k Chars

RAG-Wiki 33.3 50.0
RAG-News 63.3 60.0

V. REAL-WORLD SIMULATIONS

To assess AutoBnB-RAG’s performance in realistic threat
scenarios, we simulate real-world cybersecurity incidents
drawn from verified news sources. Specifically, we select
three high-impact incidents from June 2025 [39], representing
diverse compromise methods and attacker objectives. Each
incident is mapped into a structured Backdoors & Breaches
game, with actual attacker tactics represented by correspond-
ing game cards. Simulations are run using the GPT-4o model
with a temperature of 0.7, and incorporate retrieval-augmented
generation (RAG) over a curated news corpus. Retrieved
content is chunked into 1,000-character windows with overlap
to preserve context, and the top three most relevant passages
are selected to support each turn. This configuration allows
the model to reason fluidly across turns using both in-game
dialogue and timely external intelligence.

A. Credential Stuffing on The North Face

This simulation models the credential stuffing attack dis-
closed by The North Face in June 2025, in which customer
accounts were accessed using previously breached creden-
tials [40]. Based on the incident details, we mapped the four
Backdoors & Breaches attack stages as follows: Credential
Stuffing (Initial Compromise), Internal Password Spray (Pivot
and Escalate), HTTPS as Exfil (C2 and Exfiltration), and New
User Added (Persistence). These cards were explicitly selected
to reflect the attacker’s tactics and the observable indicators
reported during the breach. The simulation was conducted
using a homogeneous centralized team structure, where a
team leader coordinated the investigative decisions made by
generalist agents. A full turn-by-turn breakdown is provided
in Table VI.

Over the course of eight turns, agents engaged in natural
language dialogue to collaboratively propose and refine in-
vestigative actions. Early procedures such as User and Entity
Behavior Analytics successfully revealed internal password
spraying, while a failed attempt using SIEM Log Analysis
triggered a retrieval step that surfaced evidence of credential
stuffing. This led to a successful use of Server Analysis to
uncover the initial compromise. In later turns, the team used
Network Threat Hunting to detect encrypted exfiltration and
employed endpoint-focused procedures to expose persistence
mechanisms. Retrieval proved especially valuable after failed
or ambiguous rolls, guiding the defenders’ reasoning with

contextualized insights. The final success on Turn 8 confirmed
unauthorized account creation, completing the full attack path.
This case highlights how AutoBnB-RAG’s integration of re-
trieval and structured coordination supports effective detection
of complex, multi-stage threats.

B. Roundcube Exploit at Cock.li

This simulation modeled the Cock.li data breach [41], where
attackers exploited a vulnerability in the Roundcube webmail
interface to access over one million user records. The incident
was mapped to the following attack stages in the Backdoors &
Breaches framework: Web Server Compromise (Initial Com-
promise), Local Privilege Escalation (Pivot and Escalate),
HTTP as Exfil (C2 and Exfiltration), and Registry Keys for
Persistence (Persistence). The simulation, summarized in Ta-
ble VII, was carried out using a homogeneous centralized
team structure. Initial procedure choices focused on detecting
external compromise through log and endpoint analysis, but
poor dice rolls delayed early progress and necessitated several
strategic pivots supported by retrieval-based insights.

Over 10 turns, the defending agents adapted their investiga-
tive approach by leveraging external intelligence to guide their
selection of procedures. A key breakthrough came in Turn 4
with a successful Server Analysis, which uncovered the web
server compromise. In subsequent turns, the team identified
privilege escalation through misconfigured endpoints, detected
exfiltration via standard HTTP traffic, and ultimately revealed
persistence through unauthorized registry key modifications.
Throughout the simulation, retrieval augmentation helped the
defenders ground their hypotheses in real-world precedent,
informing effective and coordinated decisions. Despite initial
setbacks, the team successfully uncovered all four attack stages
before the turn limit, demonstrating the value of collaborative
reasoning, adaptive planning, and retrieval-augmented investi-
gation.

C. Supply Chain Attack on Gluestack

This simulation models the June 2025 supply chain breach
of Gluestack’s NPM packages [42], in which attackers injected
remote access trojans into a popular set of React Native
libraries. The incident was mapped to the following Backdoors
& Breaches attack stages: Supply Chain Attack (Initial Com-
promise), Weaponizing Active Directory (Pivot and Escalate),
Gmail/Tumblr/Salesforce/Twitter as C2 (C2 and Exfiltration),
and Malware Injection Into Client Software (Persistence). A
team of defenders operated under the homogeneous centralized
structure, using procedural knowledge, retrieval-supported rea-
soning, and natural language coordination. Their investigative
path, including a series of successful and failed turns, is
detailed in Table VIII.

Early success in Turn 1 with SIEM Log Analysis helped
reveal internal Active Directory manipulation, but follow-up
endpoint analysis failed to detect signs of initial compromise.
Strategic use of retrieval surfaced real-world detection guid-
ance, prompting the team to pursue Endpoint Security Protec-
tion Analysis, which successfully uncovered the persistence



TABLE VI: Turn-by-turn game trajectory from a simulation of the North Face credential stuffing incident using the homogeneous
centralized team structure.

Turn Procedure Roll Modifier Success Revealed Incident Retrieval

1 User and Entity Behavior Analytics 10 +3 Yes Internal Password Spray No
2 SIEM Log Analysis 12 +3 Yes - Yes
3 Server Analysis 19 +0 Yes Credential Stuffing No
4 Network Threat Hunting - Zeek/RITA Analysis 17 +0 Yes HTTPS as Exfil No
5 Endpoint Security Protection Analysis 10 +0 No - Yes
6 Endpoint Analysis 5 +0 No - Yes
7 Endpoint Security Protection Analysis 4 +0 No - Yes
8 Endpoint Analysis 20 +0 Yes New User Added No

TABLE VII: Turn-by-turn game trajectory from a simulation of the Cock.li Roundcube exploit using the homogeneous
centralized team structure.

Turn Procedure Roll Modifier Success Revealed Incident Retrieval

1 Endpoint Security Protection Analysis 2 +3 No - Yes
2 SIEM Log Analysis 6 +0 No - Yes
3 Network Threat Hunting - Zeek/RITA Analysis 4 +0 No - Yes
4 Server Analysis 12 +0 Yes Web Server Compromise No
5 User and Entity Behavior Analytics 8 +0 No - Yes
6 Endpoint Analysis 13 +0 Yes Local Privilege Escalation No
7 Network Threat Hunting - Zeek/RITA Analysis 19 +0 Yes HTTP as Exfil No
8 Endpoint Security Protection Analysis 1 +3 No - Yes
9 Endpoint Analysis 7 +0 No - Yes

10 Endpoint Security Protection Analysis 14 +3 Yes Registry Keys for Persistence No

TABLE VIII: Turn-by-turn game trajectory from a simulation of the Gluestack NPM supply chain attack using the homogeneous
centralized team structure.

Turn Procedure Roll Modifier Success Revealed Incident Retrieval

1 SIEM Log Analysis 9 +3 Yes Weaponizing Active Directory No
2 Endpoint Analysis 2 +3 No - Yes
3 Endpoint Security Protection Analysis 17 +0 Yes Malware Injection Into Client Software No
4 Network Threat Hunting - Zeek ... 11 +0 Yes Supply Chain Attack No
5 Firewall Log Review 8 +0 No - Yes
6 Network Threat Hunting - Zeek ... 12 +0 Yes Gmail, Tumblr, Salesforce, Twitter as C2 No

stage. Subsequent network threat hunting revealed both the
initial supply chain breach and, after a failed firewall review,
the attackers’ use of third-party services for covert C2 traffic.
The team completed the investigation in six turns, uncovering
all four attack stages. This case illustrates how AutoBnB-RAG
supports investigative flexibility in stealthy, developer-oriented
compromises by blending collaborative reasoning with timely
knowledge augmentation.

VI. CONCLUSION

This work introduces AutoBnB-RAG, an extension of the
AutoBnB framework that integrates retrieval-augmented gen-
eration (RAG) into multi-agent incident response simulations.
By enabling LLM agents to access external knowledge dur-
ing collaborative decision-making, AutoBnB-RAG enhances
situational awareness, factual grounding, and overall response
quality. We evaluate this capability across eight distinct team
structures, including newly introduced argumentative con-
figurations designed to foster internal critique and diverse

reasoning. Experimental results show that retrieval consis-
tently improves performance, particularly in centralized and
hierarchical teams. The use of realistic knowledge sources
such as technical documentation and narrative incident reports
further demonstrates the adaptability of the RAG approach. To
validate the framework in practical contexts, we also simulate
real-world breach scenarios, showing that AutoBnB-RAG can
effectively reconstruct complex multi-stage attacks through
retrieval-informed reasoning. These findings underscore the
promise of combining structured multi-agent collaboration
with targeted knowledge access to build more capable and
resilient AI-driven cyber defense systems.
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APPENDIX

The appendix provides supplementary details, including
card definitions, prompt templates, and extended simulation
settings.

A. Backdoors & Breaches Cards

The full set of Backdoors & Breaches (B&B) [20] cards
used in our simulations is listed below, organized by attack
phase and procedure category:

• Initial Compromise (13 cards): Phish, Web Server Com-
promise, External Cloud Access, Insider Threat, Pass-
word Spray, Trusted Relationship, Social Engineering,
Bring Your Own (Exploited) Device, Exploitable External
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Service, Credential Stuffing, Missing HTTP Strict Trans-
port Security (HSTS) Protection, Supply Chain Attack,
Physical Access.

• Pivot and Escalate (12 cards): Internal Password Spray,
Kerberoasting/ASREPRoasting, Broadcast/Multicast Pro-
tocol Poisoning, Weaponizing Active Directory, Cre-
dential Stuffing, New Service Creation/Modification,
Local Privilege Escalation, SMB Weakness, Internal
Spearphishing, Access Token Manipulation, Stale Net-
work Address Configurations (SNAC) Attack, Cleartext
Passwords in Files.

• C2 and Exfiltration (7 cards): HTTP as Exfil, HTTPS
as Exfil, DNS as C2, Gmail/Tumblr/Salesforce/Twitter
as C2, Domain Fronting as C2, Windows Background
Intelligent Transfer Service (BITS), Exfiltration Over
Physical Medium.

• Persistence (14 cards): Malicious Service, DLL At-
tacks, Malicious Driver, New User Added, Application
Shimming, Malicious Browser Plugins, Logon Scripts,
Evil Firmware, Accessibility Features, Event Triggered
Malware, Malware Injection Into Client Software, Mali-
cious Email Rules, Windows Service Recovery Actions,
Registry Keys for Persistence.

• Procedure (12 cards): Security Information and Event
Management (SIEM) Log Analysis, Server Analy-
sis, Firewall Log Review, Network Threat Hunting -
Zeek/RITA Analysis, Cyber Deception, Endpoint Secu-
rity Protection Analysis, User and Entity Behavior Ana-
lytics (UEBA), Endpoint Analysis, Isolation, Crisis Man-
agement, Memory Analysis, Physical Security Review.

B. Prompt Template for RAG-News Generation

The following prompt was used to generate realistic,
narrative-style incident response stories for the RAG-News
retrieval setting. These stories simulate how a cybersecurity
team might investigate and respond to multi-stage attacks
using procedure cards from the Backdoors & Breaches game.

Prompt Template:
Suppose we are writing realistic news-style stories inspired

by the Backdoors & Breaches incident response card game.
In each case, an internal cybersecurity team is responding to
a multi-stage attack on their organization.

You will be given a list of attack cards and procedure cards.
Each story should follow this format:
- Begin the story with a clear and relevant title.
- The story should read like a real-world news article or

incident report.
- Do not include any specific date or timestamp.
- The team does not know the attack cards at first.
- They must try different procedures, uncover parts of the

attack over time, and eventually piece together the full
picture.

- Include examples of both successful and failed proce-
dures, where applicable.

- The team may succeed or fail to stop the attack, but their
process must be clear and logical.

- Use appropriate cybersecurity reasoning when describing
how each procedure helps (or fails) to identify a specific
threat.

- The attack steps should be revealed one at a time through
investigation (not known upfront).

- Use plain text. Do not use em dashes (“–”) or emoji. Do
not include any extra commentary. Just the story.

The attack cards represent the stages of the attack (e.g.,
initial compromise, escalation, persistence, exfiltration), and
the procedure cards represent detection or investigative meth-
ods used by the team. Some procedures are stronger (e.g.,
“Established Procedures” with a +3 modifier), others are more
basic.

Here are the attack cards:
{attack cards}
Here are the procedure cards:
{procedure cards}
Write a single, complete news-style story showing how the

team investigated and responded to the incident, gradually
uncovering the attack path using the procedure cards. Begin
the story with a clear and relevant title.

C. Argumentative Role Definitions

We introduce a set of argumentative roles designed to
enhance team reasoning by encouraging constructive disagree-
ment. These roles mirror their non-argumentative counterparts
in expertise but include responsibilities aimed at promoting
critical thinking and reducing groupthink during collaborative
decision-making.

1) Argumentative Team Member:
Description: A generalist role contributing to team strate-

gies while introducing thoughtful disagreements to improve
collaborative reasoning.

Responsibilities:
• Participate in discussions to analyze the scenario and

contribute ideas for the most effective Procedure to use.
• Support the team leader in achieving the group’s objec-

tives and provide insights from your understanding of the
situation.

• Respectfully challenge peer suggestions and introduce
alternative ideas to stimulate critical thinking and avoid
groupthink.

2) Argumentative Endpoint Security Expert:
Description: Specializes in endpoint protection while pro-

moting rigorous decision-making through constructive argu-
mentation.

Responsibilities:
• Analyze endpoints for malware, unauthorized access, or

suspicious activities.
• Recommend endpoint-specific procedures such as End-

point Security Protection Analysis and Endpoint Analy-
sis.

• Provide detailed insights into securing workstations and
detecting endpoint-based attacks.

• Raise constructive objections to proposed actions to en-
sure endpoint-related decisions are thoroughly vetted.



3) Argumentative Network Traffic Analysis Expert:
Description: Expert in analyzing network threats who

enhances team reasoning by deliberately offering alternative
interpretations of network data.

Responsibilities:

• Examine network traffic logs to detect anomalies and
malicious activity.

• Recommend procedures such as Network Threat Hunting
and Firewall Log Review to monitor and detect threats.

• Advocate for tools and strategies to enhance network
visibility and security.

• Introduce counterpoints to network-related decisions to
surface overlooked interpretations or risks.

4) Argumentative Log and Behavioral Analysis Expert:
Description: Focuses on behavioral and log data while

sharpening analysis through respectful disagreement and data
reinterpretation.

Responsibilities:

• Focus on analyzing logs to detect attack patterns and
anomalous user behaviors.

• Recommend procedures such as SIEM Log Analysis
and User and Entity Behavior Analytics for log-based
insights.

• Identify and correlate patterns in data that may indicate
lateral movement or data exfiltration.

• Offer opposing analyses or interpretations of log data to
help the team explore multiple investigative angles.

5) Argumentative Deception and Containment Expert:
Description: Expert in deception and containment who

broadens strategy exploration by constructively opposing as-
sumptions.

Responsibilities:

• Deploy deception technologies such as honeypots or
honeytokens to mislead attackers.

• Recommend containment strategies like Isolation to neu-
tralize threats and minimize their impact.

• Guide the team in using Cyber Deception effectively to
protect high-value assets.

• Deliberately question containment timing or strategy to
uncover better alternatives or edge cases.

6) Argumentative Incident Response Expert:
Description: Specialist in active response who enhances re-

silience by constructively challenging plans and assumptions.
Responsibilities:

• Provide expertise on memory analysis and evidence gath-
ering during active incidents.

• Suggest procedures such as Memory Analysis and Crisis
Management to support effective incident handling.

• Guide the team on post-detection actions to contain
threats and minimize damage.

• Intentionally probe the robustness of proposed incident
handling steps to uncover gaps or oversights.

D. Simulation Turn Sequence

The following sequence defines the structure of a full sim-
ulation game within the AutoBnB-RAG framework, adapted
from the rules of the Backdoors & Breaches game.

1) Set the Scenario
• Select one card for each of the four attack stages: Initial

Compromise, Pivot and Escalate, C2 and Exfil, and
Persistence.

• Craft a detailed initial scenario description based on
the selected Initial Compromise card. Provide sufficient
context for Defenders to understand the situation with-
out revealing card names or direct clues.

2) Introduce the Defenders to the Procedure Cards
• Explain the difference between Established Procedures

(with a +3 modifier) and Other Procedures (with a +0
modifier).

• Present the full list of Procedure cards and identify
which are classified as Established.

3) Start Each Turn (Turn 1 to Turn 10)
• Announce the current turn number.
• Prompt the Defenders to discuss and collaboratively

select one Procedure card to use.
4) Defenders’ Procedure Attempt

• Roll a 20-sided die to resolve the Procedure attempt.
• Apply the appropriate modifier:

– Established Procedure: +3 modifier
– Other Procedure: +0 modifier

• Determine the result:
– Final roll of 11 or higher: success
– Final roll of 10 or lower: failure

5) Respond to Success or Failure
• On Success: If the Procedure matches a detection

method for any unrevealed attack card, reveal one such
card to the Defenders.

• On Failure: Notify the Defenders that no attack card
was revealed.

5+) Post-Attempt Retrieval
• After resolving the Procedure attempt, the Incident

Captain may issue a retrieval query if the team needs
clarification or context.

• Retrieved information is shared with all agents to assist
in future decisions.

6) End Game
• Victory: All four attack cards are revealed within 10

turns.
• Loss: Fewer than four attack cards are revealed after

10 turns.
• Save a summary of the simulation, including major

events and final outcome.
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