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Abstract
As the social implementation of AI has been steadily progressing,
research and development related to AI security has also been
increasing. However, existing studies have been limited to orga-
nizing related techniques, attacks, defenses, and risks in terms of
specific domains or AI elements. Thus, it extremely difficult to un-
derstand the relationships among them and how negative impacts
on stakeholders are brought about. In this paper, we argue that the
knowledge, technologies, and social impacts related to AI security
should be holistically organized to help understand relationships
among them. To this end, we first develop an AI security map that
holistically organizes interrelationships among elements related
to AI security as well as negative impacts on information systems
and stakeholders. This map consists of the two aspects, namely the
information system aspect (ISA) and the external influence aspect
(EIA). The elements that AI should fulfill within information sys-
tems are classified under the ISA. The EIA includes elements that
affect stakeholders as a result of AI being attacked or misused. For
each element, corresponding negative impacts are identified. By
referring to the AI security map, one can understand the potential
negative impacts, along with their causes and countermeasures.
Additionally, our map helps clarify how the negative impacts on
AI-based systems relate to those on stakeholders. We show some
findings newly obtained by referring to our map. We also provide
several recommendations and open problems to guide future AI
security communities.

CCS Concepts
• Security and privacy→ Social aspects of security and pri-
vacy; • Computing methodologies→ Artificial intelligence.
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1 Introduction
As AI is increasingly utilized in society, research and development
on AI security is also further accelerating. AI security is not only
closely connected to the traditional elements of information secu-
rity, namely confidentiality, integrity, and availability (CIA) but is
also strongly related to other AI elements, such as explainability and
fairness. Accordingly, concerns are growing regarding the complex
negative impacts on stakeholders such as individuals and society.
In other words, the scope of AI security has now extended beyond

AI itself to encompass individuals and society, and these are also
closely interconnected. Nevertheless, most existing survey papers
[8, 15, 27, 36, 60] and systematization-of-knowledge (SoK) papers
[9, 23, 29, 56] have been limited to the classification of attack and
defense techniques for AI. Some studies systematically investigate
techniques or risks in terms of specific AI elements such as explain-
ability [11, 26, 41], fairness [19, 35, 61], and privacy [7, 12, 22, 37],
and examine real-world risks or social impacts [2, 6, 33, 40, 46, 55].
However, the relationships among multiple elements including
those on AI security have not comprehensively been organized,
and they are exclusively within limited domains such as LLMs. In
other words, most existing studies have been limited to organizing
related techniques, attacks, defenses, and social impacts from dis-
tinct perspectives of fields or AI elements. Our position is that the
knowledge, technologies, and social impacts related to AI
security should be holistically organized to help understand
relationships among them. To the best of our knowledge, there
is no study that holistically organize the relationships between AI
elements or provide an inclusive classification that covers negative
impacts on stakeholders.

Thus, in this paper, we develop an AI security map that holis-
tically organizes these relationships through examining these in-
terconnections and impacts. This map consists of the two aspects,
namely the information system aspect (ISA) and the external in-
fluence aspect (EIA). The elements that AI should fulfill within
information systems are classified under the ISA. On the other
hand, the EIA includes elements that affect individuals and society.
Our map organizes the elements related to AI security, as well as
how individuals and society can be affected as a result of AI being
attacked or misused. To develop our map, we surveyed existing
papers to classify and organize attacks that can compromise the
CIA. Furthermore, we organized other elements affected by the
compromise of the CIA and considered negative impacts that may
arise from the ISA. Similarly, we considered elements in the EIA
on the basis of the negative impacts in the ISA and existing papers.
For each element in the EIA, we organized negative impacts caused
by the compromise or misuse of AI. Finally, attacks, causal factors,
defenses, and related elements are mapped to each negative impact.
By referring to our map, one can understand the potential nega-
tive impacts on AI-based information systems, along with defense
and countermeasures necessary to prevent such impacts. Addition-
ally, our AI security map helps clarify how these negative impacts
on the information systems influence individuals and society. Our
contributions are as follows:
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• We holistically organize not only multiple elements related
to AI, but also those impacting individuals and society.

• We consider the mutual relationships between the ISA and
the EIA, clarifying how negative impacts on individuals
and society are caused by those on information systems.

• Our map organizes not only negative impacts caused by
attacks on AI but also ones resulting from AI misuse.

• In contrast to prior work that has primarily focused on real-
world risks or social impacts within specific domains, our
work considers them in the broader context of AI security
as a whole. In particular, we also focus on the subsequent
influence resulting from particular risks or impacts.

2 Current Landscape of AI Security
As AI technologies are incorporated in various fields, concepts of AI
security are diversified and become complexmore andmore. In such
situations, researchers are working on various research directions,
such as privacy and explainability, related to AI security. To present
a systematic critical review on huge studies, main approaches, and
evaluation methods in these areas, there are many survey papers
and SoK papers. In what follows, we briefly introduce existing
survey and SoK papers on these related research fields.

2.1 Attack and Defense
In the domain of AI security, there are a huge number of studies
regarding attacks and defenses. Since providing taxonomies or
systematic reviews of attacks and defenses is a primary way to
realize clear overviews, existing survey papers [8, 15, 27, 36, 60]
and SoK papers [9, 23, 29, 56] mainly focus on organizing attacks on
AI or defenses. We consider that there are three types of taxonomies
in existing studies classifying attacks and defenses.
Taxonomy in AI systems. The first type classifies attacks and
defenses in AI systems. AI systems mean information systems using
AI. For example, to represent an overview for AI security, Hu et al.
[15] review the challenges and research advances for security issues
in AI. In that work, the lifecycle of an AI system is used as a guide
so as to introduce the security threats that emerge at each stage
and corresponding countermeasures. Also, Chen and Babar [8]
present a review regarding the security for machine learning (ML)
based software systems in light of the fact that no literature review
is aimed at a comprehensive investigation of ML-based software
systems from the secure development aspect. Kiribuchi et al. [21]
provide an overview of adversarial attacks on AI systems. They
identify 11 major attack types and their resulting impacts. One of
the distinguishing features of that work is focusing on the impacts
of attacks on AI systems and providing intuitive visual summaries.
Taxonomy in specific attacks. The second type provides a taxon-
omy with focus on specific attacks. There are studies that present a
comprehensive summary in a specific type of attack on AI, such as
poisoning attacks [36], backdoor attacks [60], and jailbreak attacks
[24]. Ramirez et al. [36] conduct a survey with highlighting the
most relevant information related to poisoning attacks. That work
compiles the most relevant insights and findings found in the latest
existing literature regarding poisoning attacks and several defense
techniques. Zhang et al. [60] present a comprehensive and sys-
tematic summary of both backdoor attacks and defenses targeting

multi-domain AI models so as to systematically analyze shortcom-
ings of existing research and address the lack of comprehensive
reviews. Lu et al. [24] propose AutoJailbreak, a framework designed
to comprehensively evaluate the resilience of LLMs against jail-
break attacks. Furthermore, that work conducts a comprehensive
examination of jailbreak attacks and defenses. In total, over 28
jailbreak attacks and 12 jailbreak defenses are organized.

Taxonomy in specific domains. The third type deals with the
classification of attacks and defenses in specific domains. There
are studies [27, 43, 56] that summarize related work in order to
provide taxonomy in specific domains. Shen et al. [43] perform the
first systematization of knowledge of growing AI security research
in the field of autonomous driving (AD). They collect and analyze
53 existing papers, and systematically taxonomize them on the
basis of research that is critical for the security field. That work
organizes knowledge from the perspective of important research
aspects, such as AI components related to the attack and defense
as well as evaluation methodologies. To address the existing gaps
in understanding the complexities of Edge AI, Wingarz et al. [56]
provide a comprehensive survey of the challenges necessary for
enhancing the security and safety of Edge AI. They examine both
existing threats and their relevant countermeasures with social im-
plications. Finally, they identify a series of open research challenges
and present required action to advance solutions in the area.

Observation

Most existing studies just provide taxonomies of attacks
and defenses from the perspective of individual research.
Thus, there has been no description of what specific nega-
tive impacts in the real world can be caused by each attack.

2.2 Elements related to AI Security
In recent years, as AI is expected to be applied in various fields,
AI related elements, such as fairness and privacy, have become
increasingly important. It is crucial to consider whether AI meets
these elements closely related to AI security because they can be
compromised by attacks on AI, which may have significant nega-
tive impacts. Existing studies have summarized the various risks,
challenges, and desired research directions in terms of each ele-
ment entailed by the utilization of AI. In what follows, we introduce
related studies that address representative elements in AI.

Explainability. As AI increasingly exerts an influence on human
decision-making, it is becoming essential to understand the ratio-
nale behind AI predictions. To this end, Explainable AI (XAI) has
been studied. XAI refers to technologies that enable the explana-
tions of the reasoning and processes by which AI models make
decisions or predictions in a manner comprehensible to humans.
The advancement of XAI is expected to enhance the trustworthiness
and transparency of AI predictions. There are various systematic
studies [11, 26, 41] on the field of XAI. For example, Dwivedi et al.
[11] survey programming techniques for XAI and present the dif-
ferent phases of XAI in a typical ML development process. The
various XAI approaches are classified to discuss the key differences
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among the existing XAI techniques. Schwalbe and Finzel [41] pro-
vide a complete taxonomy of XAI methods with respect to notions
included in the existing research.
Fairness.To prevent AImodels from perpetuating the biases present
in the data and producing unfair decisions, researchers has worked
on the research on fairness in AI. Although fairness is a relatively
new research area, as of now, there are multiple studies [19, 35, 61]
in this area. For example, Zhang [61] review recent advances in AI
fairness aimed at bridging gaps for practical deployment in real-
world scenarios. That review seeks not only to identify existing
gaps but also to propose solutions that reconcile the theoretical
underpinnings of fairness with the complex realities of real-world
data dynamics. Moreover, they highlight the limitations and signif-
icant potential for real applications. Parraga et al. [35] provide an
in-depth overview of representative debiasing methods for fairness-
aware neural networks in vision and language domains.
Privacy. Privacy is one of the most related domains to AI security
because it is a key principle for developing ethical and secure AI.
In studies [12, 22], AI privacy risks are presented. Golda et al. [12]
conduct a meticulous examination of the privacy and security chal-
lenges inherent to Generative AI. That study provides five pivotal
perspectives essential for a comprehensive understanding of these
intricacies. Lee et al. [22] present 12 high-level privacy risks that
AI technologies either newly created or exacerbated. There are also
papers that systematically organize privacy risks or provide taxon-
omy of attacks. Chang et al. [7] provide a systematic overview of
attacks on healthcare AI to facilitate privacy leakage and defenses
in response to inconsistent settings in terms of healthcare deploy-
ment scenarios and threat models. Rigaki and Garcia [37] propose
an privacy attack taxonomy, together with a threat model that al-
lows the categorization of different attacks based on the adversarial
knowledge. They also offer an overview of defenses and discussion
of the open problems and future directions.

Observation

Existing studies systematically investigate techniques or
risks in terms of specific AI elements. However, the rela-
tionships among multiple elements including those on AI
security have not systematically been organized.

2.3 Real-World Risks and Impacts
As another direction, some studies also discuss what risks and
impacts [33, 46, 55] are brought about by the compromise or misuse
of AI [2, 6, 40] in the real world.
Social impact of AI.Weidinger et al. [55] develop a comprehen-
sive taxonomy of ethical and social risks associated with language
models (LMs). They identify 21 risks appearing in current LMs and
develop a taxonomy consisting of 6 risk areas to help understand
their landscape. That work shares foresight to help make the land-
scape of risks associatedwith LMs easier to parse, which contributes
to guiding required action to address these risks. Slattery et al. [46]
present several implications for the collective understanding of
how the landscape of AI risks is constructed. That study highlights
the need for a balanced approach that both drives technological

progress and embraces social responsibility by considering the im-
pact of AI on the workforce, economic dynamics, and ethical issues.
Pankajakshan et al. [33] discuss LLM security and stakeholder risks.
They argue that organizations are deploying LLM-integrated sys-
tems without understanding the severity of potential consequences.
Moreover, whereas existing studies by OWASP and MITRE offer a
general overview of threats and vulnerabilities, they pointed out
that there is a few methods for directly and succinctly analyzing
the risks for security practitioners, developers, and key decision-
makers who are working with this novel technology. To address
the limitations, they finally propose a risk assessment process.
Misuse of AI. AI can have adverse impacts on people and society
regardless of attacks on AI. In addition to the attack on AI, the
misuse of AI is one of the factors that can have negative impacts
on the real world. This concern is discussed in several studies
[2, 6, 40]. Aïmeur et al. [2] mention that fake news can have a
significant impact on society, and false content is easier to generate
and harder to detect by using AI based tools. Recent studies [6, 40]
discuss a emerging paradigm that integrates AI technologies to
conduct or enhance cyber attacks, which is called offensive AI (OAI).
Castagnaro et al. [6] explore whether AI can enhance the directory
enumeration process and propose a novel LM-based framework.
On the other hand, Schröer et al. [40] devise a common set of
criteria reflecting essential technological factors related to OAI.
They consider OAI as the crucial means to violate security and
privacy. In their studies, humans and society are considered and
summarized as targets of OAI attacks.

Observation

Some studies discuss impacts on stakeholders beyond
merely classifying attacks and defenses. However, they dis-
cuss real-world risks or social impacts exclusively within
limited domains such as LLMs and OAI.

2.4 Limitation on Current Landscape
Most systematic studies on AI security have primarily organized
knowledge from a technical perspective by classifying attacks on
AI and defense methods. On the other hand, techniques or some
risks related to AI elements are also discussed in existing studies.
However, they focus on individual elements, such as fairness and
privacy. Thus, the relationships between the elements and AI se-
curity have not been discussed or organized despite their close
and important relationship. Some papers discuss impacts on stake-
holders or society in addition to the classification of attacks and
defenses. However, their overviews have been limited to real-world
risks or impacts only in specific fields. Furthermore, the subsequent
influence resulting from particular risks or impacts have not been
considered. It is important to consider such chains of impacts so as
to understand potential impacts on people and society in practice.
Today, AI has a diverse impacts not only on information systems,
but also on stakeholders. Consequently, the scope of AI security
has expanded beyond a limited group of researchers to encompass
most people including engineers, users, and even non-users. In a
nutshell, it is no longer sufficient to examine individual elements in
isolation, which requires to take the broader context into account.
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3 Holistic Organization of AI Security
3.1 Position Statement
As described in the previous section, most existing studies have
been limited to organizing related techniques, attacks, defenses, and
social impacts from distinct perspectives or AI elements. Hence, it
is extremely difficult to understand the relationships among related
elements by referring to multiple papers in their current state. As
AI becomes increasingly integrated into information systems and
society, a holistic overview is required not only from the standpoints
of research but also from those of business and general public in
order to comprehensively understand potential impacts caused by
the compromise or misuse of AI. In particular, in this increasingly
complex field, interrelationships among all elements associatedwith
AI security should be comprehensively organized. Furthermore, it is
essential to clarify how negative impacts on individuals and society
are brought about. In short, our position is summarized as follows:

Position

The knowledge, technologies, and social impacts related to
AI security should be holistically organized to help under-
stand relationships among them. To this end, it is necessary
not only to classify attacks and defenses, but also to or-
ganize the interrelationships among related elements, as
well as how individuals and society may be influenced by
attacks or the misuse of AI.

In contrast to the previous studies, our work considers and sum-
marizes the interrelationships between those elements through
negative impacts, in addition to the classification of various types
of attacks and defenses. In what follows, we propose new holis-
tic organization that encompasses AI security technologies and
negative impacts on information systems and stakeholders.

3.2 AI Security Map
We develop new holistic organization of AI security technology and
impacts on information systems and stakeholders, which is called
AI security map. This map consists of the two aspects, namely ISA
and EIA. The elements that AI should fulfill within information
systems are classified under the ISA. On the other hand, the EIA
includes elements that affect individuals and society as a result of
AI being attacked or misused. The definitions of the elements in the
ISA and the EIA are shown in Table 6 and Table 7, respectively, in
Appendix A. For each element, corresponding negative impacts are
identified. The negative impacts in the ISA are mainly attributed
to attacks on AI. They strongly related to information systems us-
ing AI. For example, confidentiality is breached when information
systems that a LLM is integrated with are attacked via the prompt
injection in order to elicit personal information from LLMs. On the
other hand, the negative impacts categorized under the EIA may
arise not only when AI is attacked but also when AI that is func-
tioning properly is misused by malicious users. This map organizes
these negative impacts, the attacks and factors that cause them, as
well as the corresponding defense methods and countermeasures.
In addition, we holistically examine the relationships between the
ISA and the EIA, clarifying how the compromise or misuse of AI can

bring about negative impacts on stakeholders such as individuals
and society. We assume four types of security targets at this stage.
These security targets mean primary stakeholders that could be
affected by AI attacks or misuse. The definitions of these security
targets are shown in Table 8 in Appendix B.
Information system aspect. In this aspect, the elements that AI
must satisfy within information systems are classified. The primary
focus is on the three elements of information security, known as CIA.
Other elements are mainly organized based on their being affected
by the compromise of CIA. By examining the negative impacts on
these elements, one can better understand their underlying causes
and potential countermeasures. Additionally, it is assumed that the
negative impacts on the elements classified under this category
may influence elements in the EIA.
External influence aspect. In this aspect, elements that impact in-
dividuals and society, such as privacy violations and infringements
of rights like copyright, are classified. The negative impacts in this
aspect are assumed to arise not only from attacks on AI within
information systems but also from the misuse of AI. By examining
the negative impacts on the elements within this aspect, one can
understand which aspects of the information system are compro-
mised and how such damage can affect people and society, as well
as potential countermeasures.
Relationship of elements in AI security map. The AI security
map organizes the relationships between the elements of the ISA
and the EIA. Specifically, we consider that compromise or misuse
of any element within the ISA is related to elements of the EIA.
Elements within the ISA other than the CIA are affected by breaches
of the CIA. Elements of the EIA are mainly impacted by compromise
of elements within the ISA. By referring to the AI security map,
one can holistically understand these relationships.

4 Discussion
In this section, we discuss new findings by referring to the AI
security map. To be specific, we conduct discussion in order to
answer the following questions.

(1) How are elements or negative impacts in the ISA interre-
lated?

(2) How are elements or negative impacts in the EIA interre-
lated?

(3) What impact is produced on each security target?
(4) How does negative impacts affect individuals and society?

At this stage, we represent the AI security map in the tabular form.
Due to space limitations, the AI security map in terms of the ISA is
divided into two parts: one for CIA-related elements and the other
for non-CIA elements. Additionally, as for the EIA, we divide the
map into three ones on the basis of security targets. In what follows,
we show the concrete maps to provide some insights obtained by
referring to them.

4.1 Insights into Information System Aspect
Table 1 shows the AI security map for negative impacts related to
CIA in the ISA. We identified that the compromise of CIA elements
causes 13 negative impacts on information systems. These negative
impacts can directly hinder the functions and operations of AI based
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Table 1: AI security map for negative impacts related to CIA in the ISA.

Elements Negative impacts Attack or cause Defenses or countermeasures Related elements in the EIA

Confidentiality

Training data leakage - Membership inference attack
[45]

- Differential privacy (DP) [1]
- Encryption technology [18]
- AI access control

- Privacy
- Copyright and authorship
- Reputation

- Psychological impact
- Compliance with laws and regulations

Personal information leak-
age

- Membership inference attack
[45]
- Prompt injection [44]

- DP [1]
- Federated learning [52]
- Personal information masking
- AI access control

- Privacy
- Copyright and authorship
- Reputation

- Psychological impact
- Compliance with laws and regulations

Reconstruction of training
data

- Model inversion attack [62] - DP [1]
- Encryption technology [18]
- AI access control

- Privacy
- Copyright and authorship
- Reputation

- Psychological impact
- Compliance with laws and regulations

Model information leak-
age

- Model extraction attack [50] - DP [1]
- Detection of model extraction attack
- AI access control

- Privacy
- Copyright and authorship
- Reputation

- Psychological impact
- Compliance with laws and regulations

Leakage of system
prompts

- Prompt leaking [17] - Prompt checking - Reputation

Integrity

Manipulation of AI output
for specific inputs

- Adversarial examples [34, 48] - Adversarial training [25]
- Detection of adversarial examples [49]
- Certified robustness (CR) [23]

- Reputation
- Disinformation
- Usability
- Consumer fairness

- Compliance with laws and regulations
- Critical infrastructure
- Physical impact
- Medical care

Degradation of AI perfor-
mance due to training data
contamination

- Poisoning attack [4, 5] - Detection of poisoned data
- CR [23]

- Reputation
- Misinformation
- Usability
- Consumer fairness

- Compliance with laws and regulations
- Critical infrastructure
- Physical impact
- Medical care

Manipulation of AI output
under specific conditions

- Backdoor attack [14, 38] - Detection of triggers [10]
- Detection of backdoored models [57]
- CR [23]

- Privacy
- Disinformation
- Usability
- Consumer fairness
- Reputation
- Human-centric principle

- Compliance with laws and regulations
- Physical impact
- Ethics
- Economy
- Critical infrastructure
- Medical care

Generation of harmful re-
sponses

- Prompt injection [44] - Toxicity detection [16]
- Prompt checking

- Privacy
- Disinformation
- Consumer fairness

- Reputation
- Compliance with laws and regulations
- Ethics

Availability

Misclassification by AI,
leading to degradation of
functionality or service
quality

- Adversarial examples [34, 48] - Adversarial training [25]
- Detection of adversarial examples [49]
- CR [23]

- Reputation
- Human-centric principle
- Ethics
- Critical infrastructure

- Compliance with laws and regulations
- Physical impact
- Economy
- Medical care

Continuous decrease in
predictive accuracy, lead-
ing to degradation or ces-
sation of functionality or
service quality

- Poisoning attack [4, 5] - Detection of poisoned data
- CR [23]

- Reputation
- Usability
- Physical impact
- Psychological impact

- Financial impact
- Economy
- Critical infrastructure
- Medical care

AI output manipulated
under specific conditions,
leading to degradation of
functionality or service
quality

- Backdoor attack [14, 38] - Detection of triggers [10]
- Detection of backdoored models [57]
- CR [23]

- Reputation
- Usability
- Physical impact
- Psychological impact

- Financial impact
- Economy
- Critical infrastructure
- Medical care

Service disruption due to
high consumption of AI re-
sources

- Model DoS [59] - Token limit
- AI access control

- Reputation
- Physical impact
- Psychological impact
- Financial impact

- Economy
- Critical infrastructure
- Medical care

information systems. Furthermore, we discovered that there are
more negative impacts related to confidentiality compared to those
on integrity and availability. This is consistent with the fact that
research regarding privacy is actively conducted. In many cases,
the elements of CIA are compromised first by attacks on AI. As a
result, this can then affect other elements in the ISA.

Table 2 shows the AI security map for negative impacts related
to elements other than CIA in the ISA. As to elements other than
CIA, we have organized the six elements, namely explainability,
output fairness, safety, accuracy, controllability, and trustworthi-
ness. Among them, some elements can be caused by specific attacks.
However, they can also occur as a result of the compromise of CIA
elements. We identified one negative impact on each of these six
elements. In particular, it is clear that the compromise of integrity
can lead to negative impacts on all the six elements. For example,
if integrity is attacked and the expected prediction results are no
longer returned, this can affect explainability, making it impossible
to provide explanations for the AI’s prediction results. From the in-
formation security perspective, it is natural that integrity is related

to various elements of information systems. As to trustworthiness,
explainability can also bring about the negative impact. Overall, in
the context of AI security, our map made us realize that integrity
is a crucial element that affects many other aspects in information
systems with AI.

Takeaway

Confidentiality tends to be the primary targets of attacks
in AI based information systems. Also, integrity is the most
influential elements in the ISA. Keeping integrity intact is
extremely difficult but essential, preventing other elements
from being compromised.

4.2 Insights into External Influence Aspect
In total, we identified 20 elements and 36 negative impacts in the
EIA. This indicates that AI security is closely related to a variety
of elements and can have a significant impact on individuals and
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Table 2: AI security map for negative impacts related to elements other than CIA in the ISA.

Elements Negative impacts Compromised Attack or cause Defenses or countermeasures Related elements in the EIAelements

Explainability
Difficulty in un-
derstanding AI
inference results

- Integrity - Attacks on explainability - XAI [41]
- Robust explainability

- Reputation
- Transparency
- Psychological impact

- Financial impact
- Economy
- Medical care

Output Fairness

Bias in the AI output - Integrity - Bias in training data [42] - Defensive method for integrity
- Detection of bias in AI output
- Elimination of bias in training data
- Creation of fair AI models

- Usability
- Consumer fairness
- Reputation
- Medical care

- Compliance with laws and regulations
- Psychological impact
- Ethics

Safety

Harm to humans due
to decreased predic-
tion accuracy or un-
expected behavior by
AI

- Integrity - Defensive method for integrity
- Fail-safe mechanism

- Reputation
- Human-centric principle
- Physical impact
- Psychological impact
- Critical infrastructure

- Compliance with laws and regulations
- Financial impact
- Ethics
- Economy
- Medical care

Accuracy

Decrease in AI pre-
diction accuracy

- Integrity - Defensive method for integrity - Misinformation
- Usability
- Consumer fairness
- Reputation
- Human-centric principle
- Physical impact

- Psychological impact
- Financial impact
- Economy
- Critical infrastructure
- Medical care

Controllability

Unintended output
or behavior by ad-
ministrators

- Integrity - Adversarial examples
[34, 48]
- Prompt injection [44]
- Indirect prompt injection
[13]
- Backdoor attack [14, 38]
- Cyber attack

- Defensive method for integrity - Disinformation
- Usability
- Consumer fairness
- Reputation
- Human-centric principle
- Critical infrastructure

- Compliance with laws and regulations
- Physical impact
- Psychological impact
- Financial impact
- Economy
- Medical care

Trustworthiness

Difficulty in deter-
mining the trustwor-
thiness of AI output

- Integrity
- Explainability

- Hallucination - Quantification of uncertainty [58]
- RAG [3]
- XAI [41]
- Detection of hallucination [51]

- Usability
- Reputation
- Psychological impact
- Transparency

- Economy
- Critical infrastructure
- Medical care

society. Most negative impacts on the EIA may not only derive from
negative impacts in the ISA, but may also be related to other impacts
within the EIA. For example, negative impacts from cyber attacks
or disinformation can be the cause of negative economic impacts
on non-consumers. A common feature among these elements is
that the negative impacts caused by the misuse of AI can occur
even when the elements of the ISA are satisfied. These negative
impacts do not necessarily affect individuals or society immediately
when AI is misused. Ultimately, when the malicious user achieves
their specific objective through the AI misuse, negative impacts are
inflicted on individuals and society. In the following subsections, we
provide detailed interpretation of negative impacts on each security
target in the EIA.

Takeaway

There are many negative impacts on individuals and so-
ciety. The elements related to the misuse of AI do not
necessarily have an immediate impact at the moment they
are misused. The impact tends to spread when the objective
of the misuse is achieved.

4.3 Negative Impacts on Each Security Target
Consumers. Table 3 shows the AI security map for negative im-
pacts on consumers in the EIA. We identified 12 negative impacts
on consumers and 10 related elements. It was found that most of
the negative impacts on consumers are the result of the compro-
mise of elements in the ISA. It is intuitive that negative impacts on
consumers, which is users using AI are associated with negative im-
pacts on information systems or AI itself. On the other hand, some
impacts can be caused directly by specific attacks. For example,
social engineering attacks [39] and poisoning attacks on RAG [28]
can lead to negative impacts related to privacy and misinformation,

respectively. Physical, psychological, and financial impacts may
occur when human-centered principles are compromised.
Non-consumers. Table 4 shows the AI security map for nega-
tive impacts on non-consumers in the EIA. For non-consumers,
we identified 13 negative impacts and 10 related elements. Simi-
lar to consumers, many of these negative impacts result from the
compromise of ISA elements. However, it is important to note that
even when ISA elements are functioning properly, there can still
be negative impacts if these elements are misused. For example,
abusing the accuracy or availability of AI can facilitate the spread of
misinformation or enable cyber attacks. In addition, many negative
impacts are caused by attacks exploiting AI or by the compromise
of other EIA elements. In our map, four negative impacts related
to privacy were identified, indicating that there is a high risk of
privacy violations for users who do not use AI themselves. This
demonstrates the significant external influence that AI can have.
Society. Table 5 shows the AI security map for negative impacts
on society and AI system providers in the EIA. We identified nine
negative impacts on society and eight related elements. It is found
that the compromise of ISA elements is closely linked to impacts
on society as well. In particular, impacts on healthcare and critical
infrastructure are more likely to occur, due to the large number of
relevant ISA elements involved. Given the anticipated widespread
utilization of AI in society, it is important to consider potential
impacts on these fields and to develop appropriate countermea-
sures. Furthermore, the misuse of ISA elements can also lead to
the spread of disinformation, cyber attacks, and violations of laws
and regulations. For example, the dissemination of disinformation
through deepfakes is a representative negative impact, resulting
from both the availability and the abuse of deepfake technology
and its accuracy.
AI system providers.We identified two negative impacts on AI
system providers and two related elements. We believe that impacts
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Table 3: AI Security Map for negative impacts on consumers in the EIA.

Elements Negative impacts Compromised elements Causal factors or Defenses or countermeasuresin the ISA related elements in the EIA

Privacy

Consumers accidentally inputting their personal in-
formation into generative AI or similar systems

- Transparency - Social engineering attack [39] - Anonymization technology [47]
- DP [1]
- Federated learning [52]
- Machine unlearning [54]
- Encryption technology [18]

Misinformation

Outputting misinformation by AI - Integrity
- Accuracy
- Controllability
- Explainability
- Trustworthiness

- Poisoning attack on RAG [28]
- Hallucination

- Defensive method for integrity
- Data curation [30]
- RAG [3]
- XAI [41]
- Detection of hallucination [51]

Usability

The decline in the usability of AI - Integrity
- Availability
- Accuracy
- Controllability
- Output fairness

- Defensive methods for integrity and availability
- RAG [3]

Consumer fairness

Loss of job or life opportunities due to biased AI
output

- Integrity
- Controllability
- Output fairness

- Defensive method for integrity
- Human in the loop
- Countermeasures for output fairness
- Detection of bias in AI output

Unfair biased and discriminatory output - Integrity
- Controllability
- Output fairness

- Defensive methods for integrity
- AI alignment [32]
- Countermeasures for output fairness
- Detection of bias in AI output

Transparency

Unintentionally using AI - Explainability - Identification of AI-generated output
- Watermarking for generative AI [20]

Using AI without recognizing the risks - Explainability
- Trustworthiness

- AI-generated output with disclaimers
- Education and follow-up

Human-centric principle

Improperly manipulating the decision-making of con-
sumers by AI

- Integrity
- Explainability
- Controllability
- Output fairness

- Defensive methods for integrity
- Human in the loop

Ethics Unethical output or actions by AI - Integrity - Jailbreak - Education and follow-up
- AI alignment [32]

Physical impact

Physical harm to consumers caused by AI - Integrity
- Accuracy
- Controllability
- Safety

- Human-centric principle - Defensive methods for integrity

Psychological impact

Psychological harm to consumers caused by AI - Integrity
- Availability
- Controllability
- Safety
- Output fairness

- Consumer fairness - Defensive methods for integrity
- Defensive methods for availability

Financial impact

Financial harm to consumers caused by AI - Integrity
- Availability
- Accuracy
- Controllability
- Safety
- Output fairness

- Human-centric principle - Defensive methods for integrity
- Defensive methods for availability

on AI system providers can result from the compromise of any of
the ISA elements. Furthermore, negative impacts caused by misuse
can lead to reputational and financial consequences for AI system
providers. As the number of companies and individuals developing
AI-based systems increases, it is important that these risks are
properly recognized.

Takeaway

Most negative impacts on consumers tend to be linked to
the compromise of AI elements in the ISA. However, some
can result directly from targeted attacks, such as social en-
gineering [39] or poisoning [4, 5], leading to privacy and
misinformation issues for consumers. Non-consumers
can also experience negative impacts, due to the abuse
of AI elements by attackers, especially in the form of pri-
vacy violations and the spread of misinformation. Society
can incur significant impacts, particularly concerning crit-
ical infrastructure and medical care. AI misuse can cause
widespread harm such as disinformation, cyber attacks,

and legal violations. For AI system providers, negative
impacts can lead to reputation and financial damage, and
these risks increase as more entities develop AI systems.

4.4 Relationships between Two Aspects
Basically, we assume that the compromise of any element in the ISA
have impacts on the elements of the EIA. In a nutshell, we consider
that negative impacts on individuals and society may occur in a
chain reaction from the compromise of information systems in
many cases. By referring elements categorized into the two aspects,
we can reveal how negative impacts affect individuals and society.
We found that there are two types of chains leading to negative
impacts on individuals and society. The first type is the case where
the compromise of AI in information systems has a direct influence
on individuals and society. In this case, negative impacts in the
ISA are directly related to those on individuals and society. The
second type is the case where negative impacts affect individuals
and society indirectly, through multiple negative impacts in the
EIA. In what follows, we describe each of these chains in detail.
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Table 4: AI Security Map for negative impacts on non-consumers in the EIA.

Elements Negative impacts Related elements in the ISA Causal factors or Defenses or countermeasuresCompromise Abuse related elements in the EIA

Cyber attack
Using AI for cyber attacks - Confidentiality

- Controllability
- Availability
- Accuracy
- Explainability

- AI alignment [32]
- Method for providing explainability while conceal-
ing model information

Military use
Using AI for military purposes - Controllability - Availability

- Accuracy
- Explainability

- AI alignment [32]

Privacy

Privacy violation due to the leakage of per-
sonal information from AI

- Confidentiality
- Integrity

- DP [1]
- Federated learning [52]
- AI alignment [32]
- Machine unlearning [49]
- Encryption technology [18]
- Anonymization technology [47]

Using fragmented information and AI to
make inferences and identify personal in-
formation

- Attacks that use AI to analyze
information collected from so-
cial media to identify individu-
als

- Anonymization technology [47]
- DP [1]
- Federated learning [52]
- Machine unlearning [49]
- Encryption technology [18]

Inferring a person’s character or personal
preferences from their facial expressions

- Attacks that use AI to analyze
images to infer personal infor-
mation

- Anonymization technology [47]
- DP [1]
- Federated learning [52]
- Machine unlearning [49]
- Encryption technology [18]

Using AI-generated emails or audio to
prompt the input of confidential informa-
tion and steal it

- Availability
- Accuracy

- Social engineering attack [39] - Anonymization technology [47]
- DP [1]
- Federated learning [52]
- Machine unlearning [49]
- Encryption technology [18]

Disinformation

Creating disinformation using AI - Controllability
- Integrity

- Availability
- Accuracy

- Deepfake
- Social engineering attack [39]

- AI alignment [32]
- Watermarking for generative AI [20]
- Encryption technology [18]
- Identification of AI-generated output
- Detection of disinformation
- Deepfake detection [53]

Copyright and authorship
Violation of copyright and authorship by AI-
generated similar content

- Integrity
- Controllability

- Plagiarism - Defensive methods for integrity and plagiarism

Human-centric principle Improperly manipulating the decision-
making of non-consumers by AI

- Disinformation - Defensive methods for integrity and disinformation
- Human in the loop

Ethics Unethical output or actions by AI - Integrity - Jailbreak - Education and follow-up
- AI alignment [32]

Physical impact

Physical harm to non-consumers caused by
AI

- Integrity
- Accuracy
- Controllability
- Safety

- Military use - Defensive methods for integrity

Psychological impact

Psychological harm to non-consumers
caused by AI

- Confidentiality
- Controllability
- Safety
- Output fairness

- Disinformation
- Military use

- Defensive methods for integrity
- Defensive methods for availability
- Defensive methods for disinformation

Financial impact Financial harm to non-consumers caused by
AI

- Safety - Cyber attacks
- Disinformation

- Defensive methods for integrity
- Defensive methods for disinformation

Direct chain of impacts. Negative impacts caused by the compro-
mise of elements within the ISA often directly affect individuals
and society. A typical example is privacy. It is easy to imagine that
when “confidentiality” is compromised, “privacy” is also breached.
In the context of AI security, where AI can retain knowledge about
vast amounts of data, the impact on non-consumers can be signifi-
cant. Therefore, from the perspective of promoting AI utilization,
technologies that ensure confidentiality and privacy protection are
considered important. Furthermore, as shown in Table 1, negative
impacts caused by the integrity violation are related to many ex-
ternal elements, such as human-centered principles, medical care,
and critical infrastructure. As a result, it has been found that a
compromise of integrity, in particular, can have a significant social
impact. As with the integrity violation, negative impacts resulting
from the availability breach directly relate to many elements in the
EIA.

Indirect chain of impacts. In addition to cases where individuals
or society are directly affected, there are also cases where multiple

impacts occur in a chain, ultimately affecting individuals or society.
For example, as shown in Table 2, if the “integrity” of an LLM is
compromised through a prompt injection attack, “controllability”
is first affected. Once controllability is compromised, attackers can
make the LLM generate “disinformation” as they intend. If this
disinformation spreads, it can influence human decision-making,
thereby causing negative effects in terms of “human-centered prin-
ciples” as shown in Table 4. As a result, non-consumers who see this
disinformation may also be affected. Furthermore, the misuse of AI
systems can occur by taking advantage of the fact that elements
in the ISA are satisfied. This can also have a cascading effect on
individuals and society. For instance, cyber attacks through mal-
ware generation using LLMs exploit “accuracy” and “availability”,
leading to “financial impacts” on non-consumers and negative “eco-
nomic” effects on society. In particular, such ripple effects tend to
influence non-consumers who do not use AI at all. It is important
to consider how to prevent negative impacts on non-consumers
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Table 5: AI Security Map for negative impacts on society and AI system providers in the EIA.

Elements Negative impacts Related elements in the ISA Causal factors or Defensive methods or
Compromise Abuse related elements in the EIA countermeasures

Society

Cyber attack
Using AI for cyber attacks - Confidentiality

- Controllability
- Availability
- Accuracy
- explainability

- AI alignment [32]
- Method for providing explainability
while concealing model information

Military use
Using AI for military purposes - Controllability - Availability

- Accuracy
- Explainability

- AI alignment [32]

Disinformation

Creating disinformation using AI - Controllability - Availability
- Accuracy

- Deepfake
- Social engineering attack [39]

- AI alignment [32]
- Watermarking for generative AI [20]
- Encryption technology [18]
- Identification of AI-generated output
- Detection of disinformation
- Deepfake detection [53]

Compliance with

Using AI for purposes that violate the law - Confidentiality
- Controllability

- Availability
- Accuracy

- AI alignment [32]
- AI access control

laws and regulations Actions that violate the law by AI - Integrity
- Accuracy
- Controllability

- AI alignment [32]
- AI access control

Ethics Unethical output or actions by AI - Integrity - Jailbreak - Education and follow-up
- AI alignment [32]

Economy

AI negatively impacting the economy - Safety
- Accuracy

- Cyber attack
- Military use
- Disinformation
- Human-centric principle

- Defensive methods for integrity
- Defensive methods for disinformation

Medical care

Negative impact on medical care caused by
AI

- Integrity
- Availability
- Accuracy
- Controllability
- Safety
- Output fairness
- Explainability
- Trustworthiness

- Human-centric principle - Defensive methods for integrity
- Defensive methods for availability

Critical infrastructure

Negative impact on critical infrastructure
caused by AI

- Integrity
- Availability
- Accuracy
- Controllability
- Safety
- Output fairness
- Explainability
- Trustworthiness

- Human-centric principle - Defensive methods for integrity
- Defensive methods for availability

AI system providers

Reputation
The decline in the reputation of AI system
providers

- All the elements in the ISA - Cyber attack
- Military use
- Compliance with laws and regulations

- Defensive methods for confidentiality
- Defensive methods for integrity
- Defensive methods for availability

Financial impact Financial harm to AI system providers
caused by AI

- All the elements in the ISA - Cyber attack
- Compliance with laws and regulations

- Defensive methods for integrity
- Defensive methods for availability

and society from such misuse, while also ensuring convenience for
consumers.

Takeaway

There are the two types of chains in terms of impacts on
people and society. In particular, the misuse of AI can occur
by exploiting the fulfilled elements of the ISA. Therefore,
in addition to AI-specific defense methods, considering
alternative defense approaches with zero trust security
helps mitigate negative impacts on individuals and society.

5 Recommendations
We present some recommendations in response to the current land-
scape of AI security and the holistic organization in our work.
We consider recommendations from the two perspectives, namely
fundamental research and applied research.

5.1 Fundamental Research on AI Security
As shown above, the impacts of AI and ML extend beyond tra-
ditional security concepts and the scope of privacy. Hence, we

encourage researchers working on future studies to holistically ana-
lyze what kinds of impacts may occur with holistic overviews such
as our map when they consider new attacks or countermeasures.
By doing this, it may help them devise more innovative research
directions and more practical methods, thereby enhancing AI se-
curity. We hope that our AI security map will contribute to the
promotion of fundamental research, as well as the discovery of new
elements, negative impacts, and security targets.

Furthermore, we recommend that more active efforts be made to
pursue holistic organization as we have proposed. In what follows,
we present several open problems and future directions in terms
of the holistic organization of AI security for researchers.

Appropriate Granularity in Defining security targets. At this
stage, security targets in our map are defined in relatively broad
categories. However, in reality, a more diverse range of stakeholders
should be considered. For example, since “consumers” may include
both decision-makers and developers, each of whom may require
different types of information. Therefore, it is necessary to establish
a more detailed definition of stakeholders in future work.
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Quantitative Assessment of Impacts.Our map helps understand
a holistic overview of AI security. However, the degree of each im-
pact is not clear at this stage. Currently, only the relationships
among various factors are identified, and quantitative risk assess-
ment has not yet been addressed. To enhance the informativeness
of the analysis with the AI security map, it is important to indicate
the extent of risk associated with each negative impact in future.
Since the level of risk may vary depending on the security targets
and the chain of impacts, it is important to develop quantification
methods that take these factors into account.

Mapping New Domains. It is also necessary to consider new
domains such as the security of agentic AI. Additionally, there is
room for discussion regarding the positioning of methods such as
safety verification and red teaming, which are not direct counter-
measures. While these techniques are important for proactively
identifying vulnerabilities and assessing risks in AI systems, their
classification should be carefully considered, as they are more akin
to preventive measures. Due to the extremely rapid emergence of
new AI technologies, it is also necessary to establish mechanisms
and methodologies for efficiently keeping up with these advance-
ments and promptly reflecting them in the holistic organization.

Automation of the Definition and Classification of Negative
Impacts and Elements. At this stage, elements and negative im-
pacts are identified and classified manually by referencing multiple
papers and guidelines. Given the rapid emergence of new AI tech-
nologies, it may become necessary to automatically define and
classify elements in response to the swift evolution of AI. This
challenge is also relevant to conventional survey papers because it
is likely to be difficult to comprehensively cover the vast amount of
information manually without omissions. Thus, the development
of systematization technologies utilizing LLMs and AI is interesting
and essential in future.

5.2 Applied Research on AI Security
In addition to fundamental research, it is also important to consider
how the holistic overview can be utilized and further developed
from the perspective of applied research. For people other than
AI security researchers and experts, it is important to be aware of
the potential attacks and risks associated with the utilization of
AI. In particular, business stakeholders and decision-makers who
consider incorporating AI into their services or products may be
interested in negative impacts entailed by introducing AI. For exam-
ple, one possible application is obtaining relevant negative impacts
by inputting a news article about AI security into an LLM with our
map. By doing this, they can gain insights into relevant negative
impacts without expertise. We actually conducted a basic trial of
this use case. To this end, we input a news article about AI being
misused for cyber attacks into GPT-4.1 [31]. The prompt used for
this use case is shown in Appendix C. As a result, the LLM outputs
negative impacts regarding four elements (integrity, availability,
trustworthiness, and accuracy) in the ISA and two elements (cyber
attacks and human-centric principle) in the EIA. While elements
related to cyber attacks can be easily inferred from the content
of the news, “human-centric principle” is not as readily apparent.
Therefore, this result demonstrates that valuable information in the

EIA can be obtained. Such a use case is also expected to be highly
beneficial for consumers.

Another application of our map is that AI system providers or
developers use our map in order to to understand negative impacts
on AI within information systems. It is essential for them to be
aware of the potential negative impacts in the EIA when designing
and implementing information systems. Depending on the service,
the primary concern required to minimize negative impacts on end
users is different. Thus, such a use case is helpful in determining
which element in the ISA should be developed with greater robust-
ness. Being informed of these possible impacts in advance enables
AI system providers or developers to anticipate adverse outcomes
and design systems more efficiently and effectively.

By implementing the above use cases, it is possible to facilitate
a better understanding of the complex technologies involved in
AI security, the potential negative impacts on each security target,
and the relationships among various elements. Since the above
use cases are just examples, other useful application or practical
methods should be devised in future.

6 Conclusion
In this paper, we have developed the AI security map to provide a
holistic overview of AI security. The map identifies key elements
that AI systems should fulfill, as well as factors that influence indi-
viduals and society, from both the perspective of the ISA and EIA.
Furthermore, we holistically organized the relationships between
AI elements and external factors in the EIA, which had not previ-
ously been addressed. In short, our map helps clarify how damage
to AI-based information systems can affect people and society. We
also categorized the specific negative impacts associated with each
element, along with their causes including attacks, causal factors,
and countermeasures. By distinguishing whether these causes orig-
inate from the compromise or misuse of elements in the ISA, we
clarify how AI can lead to various consequences. Through the in-
sights and recommendations derived from our map, we discuss the
value of holistically organizing AI security knowledge and technol-
ogy. We hope that our work will serve as an important foundation
for researchers and a wide range of stakeholders, facilitating the
collection and understanding of AI security information in this
complex field, and promoting further discovery and research on
new elements and negative impact targets.
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Table 6: Elements in the ISA

Elements that DefinitionAI should satisfy
Confidentiality AI data and models are not accessed by unauthorized individuals.
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A Definition of Elements in Two Aspects
Table 6 shows definitions of elements in the ISA. Table 7 shows
definitions of elements in the EIA.

B Definition of security targets in our work
Table 8 shows definition of security targets in our work.

C Prompt example
The following example is a prompt used for the trial in Section 5.

Table 7: Elements in the EIA

Elements that impact Definitionindividuals and society
Cyber attack AI is not used for cyber attacks.
Military use AI is not used for military purposes.

Privacy AI does not infringe on privacy and complies with privacy laws
and customs.

Disinformation AI is not used to intentionally create disinformation, or it can
identify such disinformation.

Misinformation AI does not output misinformation, or it can identify such mis-
information.

Usability AI meets a certain level of usability to achieve objectives.
Consumer fairness No harm is caused by unfair biased output from AI.

Plagiarism AI is not used for plagiarism.

Copyright and authorship AI complies with laws and customs related to copyright and
authorship.

Transparency It is clearly stated that the system uses AI, including information
on its limitations and risks associated with its use.

Reputation The AI system provider is evaluated to a certain standard and
is trusted.

Compliance with
laws and regulations

AI is used for lawful purposes and produces output or actions
that comply with the law.

Human-centric principle AI is appropriately used for the benefit of humans.
Ethics AI behaves in a manner consistent with societal norms.

Economy The use of AI has a positive impact on economy.
Physical impact The use of AI does not cause physical harm to people.

Psychological impact The use of AI does not cause psychological harm to people.
Financial impact The use of AI does not cause financial harm to people.

Medical care The use of AI contributes to the development of advanced and
safe medical care.

Critical infrastructure The use of AI contributes to the safe operation of critical infras-
tructure.

Table 8: Security targets in AI security map

Security target Definition
Consumer An individual or organization that utilizes AI or AI systems.

Non-consumer An individual or organization that is not classified as a consumer.
Society A group composed of multiple people and organizations.

AI system provider An individual or organization that provides an information system
using AI (AI system).

Prompt example

Analyze the following news article and extract the negative impacts of AI
technology on individuals, organizations, or society that are explicitly stated
in the article based on the specified list of negative impacts. If a negative
impact is not yet apparent and there is only a possibility the negative impact
may occur in the future, it should be excluded. The extracted negative
impacts should be output in JSON format.
# List of Negative Impacts:
- Decrease in AI prediction accuracy
- Personal information leakage
- Using AI for cyber attacks
....
# News Article
[input news here]

# Output Format:
{
"Negative impacts": [
{ "impact": "[Negative impact]",
"description": "[Explanation or relevant part of the news article]" },
// Add other negative impacts as needed
] }
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