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Abstract—In this work, we present an experimental deploy-
ment of a new design for combined quantum key distribution
(QKD) and post-quantum cryptography (PQC). Novel to our
system is the dynamic obfuscation of the QKD-PQC sequence of
operations, the number of operations, and parameters related
to the operations; coupled to the integration of a GPS-free
quantum synchronization protocol within the QKD process. We
compare the performance and overhead of our QKD-PQC system
relative to a standard QKD system with one-time pad encryption,
demonstrating that our design can operate in real time with
little additional overhead caused by the new security features.
Since our system can offer additional defensive strategies against
a wide spectrum of practical attacks that undermine deployed
QKD, PQC, and certain combinations of these two primitives,
we suggest that our design represents one of the most secure
communication systems currently available. Given the dynamic
nature of its obfuscation attributes, our new system can also
be adapted in the field to defeat yet-to-be-discovered practical
attacks.

Index Terms—Quantum Kkey distribution, quantum communi-
cation, post-quantum cryptography, entanglement

I. INTRODUCTION

The advancement of quantum computing poses a signif-
icant threat to the classical cryptographic algorithms widely
used today. Algorithms based on the integer factorization
problem, the discrete logarithm problem, and the elliptic-curve
discrete logarithm problem are all vulnerable to a quantum
adversary (someone equipped with a sufficiently powerful
quantum computer) and can be broken in polynomial time [1]].
Consequently, cryptographic solutions resistant to quantum al-
gorithms are essential, not only to safeguard future communi-
cation infrastructures but also to ensure secure key distribution
and data protection across emerging quantum networks [2]].
The two primary strategies that have been proposed to address
these challenges are quantum key distribution (QKD) and post-
quantum cryptography (PQC).

QKD, in principle, enables information-theoretic secure
communication between two legitimate parties even in the
presence of an adversarial eavesdropper. Unlike classical
cryptography methods that rely on computational hardness
of the relevant mathematical problems, QKD leverages in-
herent quantum features, such as the no-cloning theorem,
indistinguishability of non-orthogonal quantum states, and
quantum entanglement, to achieve information-theoretic secu-
rity, offering provable guarantees that remain valid regardless
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of an adversary’s computational power. QKD has achieved
significant milestones in global deployment, including high
secret key generation rates [3} 4], long-distance quantum com-
munication [3} 6], photonic integration [7, 18], and the develop-
ment of terrestrial and satellite-based quantum networks [9].
Since the implementation of the original prepare-and-measure
QKD protocol [[10] and the entanglement-based protocol [[11]],
many new QKD protocols have been proposed (for a review,
see [12]). However, the practical implementation of any QKD
protocol continues to face ongoing debates in terms of the real-
world security it currently provides [13} [14]. These debates
generally focus on the fact that any implementation of QKD
can generate imperfections and loopholes, due to deviations
from the mathematical assumptions underpinning the chosen
protocol [[15H17]. It is important to recall that a prerequisite for
all QKD protocols is the presence of a pre-shared key (PSK)
known only to the sender-receiver pair (the reason why QKD
is termed a key-growing protocol).

The alternative to QKD, namely PQC, encompasses
various cryptographic families, including lattice-based, hash-
based, code-based, multivariate, and isogeny schemes. PQC
does not provide information-theoretic security, but remains,
as far as we currently know, computationally secure against a
quantum adversary; a form of security we henceforth refer
to as quantum resistant security. Assuming that a shared
symmetric secret key is available of at least 256 bits length,
the Advanced Encryption Standard (AES) is also known to be
quantum resistant [18]]. However, there are still vulnerabilities.
For example, the most modern encryption schemes used
in transport layer security (TLS) v1.3, AES-Galois Counter
Mode and AES-Counter have been shown to be vulnerable
in implementation [19H25]. Concerning scenarios where no
such symmetric key is a priori available, multiple protocols
are being investigated. The National Institute of Standards
and Technology has announced the candidate lists for the
key exchange and digital signature schemes for standardiza-
tion [26]. Among the five selected schemes, CRYSTALS-
Kyber [27] and HQC [28] are selected as key encapsulation
schemes, and CRYSTALS Dilithium [29], FALCON [30],
and SPHINCS+ [31]] are the three selected digital signature
schemes. Similarly to QKD and AES, the implementation of
any PQC protocol will always give rise to the possibility of
attack avenues. For more details on the status of PQC, the
challenges faced, and the threats in implementation, the reader
is referred to [32H34].

Considering the practical limitations perceived in both
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Fig. 1: The experimental setup and the combined QKD-PQC encryption—decryption module. This includes the optical setup with single photon detectors D1
through D4 at Alice detecting the horizontal (H), vertical (V'), diagonal (D), or anti-diagonal (A) basis states, respectively (D5 through D8 similarly for
Bob); and the post-processing unit, followed by quantum synchronization embedded within the QKD process. A software-implemented obfuscation function
is used to determine a secret mode of system operations and settings, provided as an instruction sequence (IS), which is encrypted to form 7 (an encrypted
message (or identifier) sent from Bob to Alice so that the IS is known only to them). An example IS could be the type and order of the encryption-decryption
protocols. Critical to the experiment is the pre-shared key (PSK), assumed to be known only to the data sender (Bob) and data receiver (Alice) and a priori
shared between them. Part of the PSK is required for QKD, part for our obfuscation function, and part for AES. The EPS is external to both Alice and Bob.
The bottom centred box (pink) illustrates the internal operations carried out within the obfuscation function module (bottom-blue box).

QKD and PQC, several hybrid QKD—PQCﬂ schemes have
emerged in recent years. Some works combine QKD and
PQC keys into a single new key [33-44], some use PQC
to authenticate or establish trust within QKD [45149], and
some use PQC encryption for security coupled with QKD
encryption for route anonymity [50]. Other works use PQC-
encrypted reconciliation information to improve the secret
key rates of QKD [51]], use QKD as a seed generator to
improve the security of PQC [52], discuss how quantum
random number generators can improve the combination of
QKD and PQC [53]], or consider the advantages of distributed
architectures to the QKD-PQC paradigm [54]. These hybrid
schemes offer the potential advantage of QKD’s information-
theoretic security alongside the quantum resistant security of
the PQC schemes - and point to a paradigm for real-world
communication security in the quantum computing era. If a
successful attack on one primitive is available (for example,
due to a flawed implementation), the other primitive still
provides its inherent security. In this work, we take this
paradigm one step further and introduce an information-
theoretic secure obfuscation of the system-level configuration

A note on terminology: The term ‘QKD-PQC’ will henceforth be used in
this work to cover combinations of QKD, coupled to one or more quantum
resistant algorithms. Quantum resistant AES is not formally classified as
a member of the PQC family. However, we will ignore such definitional
formalities in our use of the term ‘QKD-PQC’.

setting that instructs how to combine the QKD and PQC
primitives. One key outcome of this is that only the data sender
and data receiver are aware of the sequence and number of
the QKD and PQC implementations, as well as the important
parameters of each primitive. Although this new obfuscation
is redundant to any user when QKD is perfectly implemented
and redundant to a classical-only user when PQC is perfectly
implemented, the additional layer of security allows for the
foiling of known practical attacks jointly on each primitive in
addition to enhanced protection against yet-to-be-discovered
practical attacks on each primitive.

The work presented here builds on our previous experi-
ments [55] which demonstrated a QKD-PQC implementation
that sequentially combines a QKD primitive based on BBM92
with quantum resistant AES (with a 256-bit key). Here, we
extend that work by not only introducing the aforementioned
obfuscation of the QKD-PQC configuration setup, but also the
integration of a self-synchronizing mechanism in our QKD
key generation system that eliminates the dependence on the
global positioning system (GPS) or other classical synchro-
nization methods. Our synchronization protocol utilizes the
tight temporal correlation (at birth) of pairs of polarization-
entangled photons. This provides for an additional level of
time-based security against an intercept-resend attack, albeit
one that is not information-theoretic secure (see the later



discussion). Also, by integrating time synchronization and
QKD, we can significantly reduce hardware overhead. The
new integrated QKD-PQC and quantum synchronized system
that we implement is shown in Fig. [I} We suggest that this
system represents the most secure practical communication
system currently available.

The remainder of this paper is structured as follows.
Sec. provides the experimental implementation of the
QKD protocol, including the details of our synchronization
algorithm. Sec. explains the design of our combined
quantum and post-quantum system, and Sec. [II] presents
the results, with a focus on the penalty in time incurred
by the inclusion of QKD-PQC obfuscation. Finally, Sec.
concludes with some remarks on our findings.

II. SYSTEM MODEL

As described above, our system is useful relative to
existing QKD-PQC architectures, only on the premise that the
normal information-theoretic security of the QKD keys is not
applicable and that the quantum-resistant security of a single-
use PQC primitive is not applicable. As such, our additional
security is not formally defined, and is best described as an
additional resource challenge to the adversary. For example,
in the presence of two side-channel attacks that render our
premise valid, the adversary is challenged on two new fronts:
(1) She must consider all possible combinations of parameters
and sequence primitives allowed by the system; and then (ii)
find a series of side-channel attacks that would be successful
against a significant fraction of those combinations (on average
1/2). The only portion of our system under our attack premise
that can be information-theoretic secure is the security of the
instruction sequence (the combinations) itself.

A. QKD Implementation

We implement an entangled version of QKD, namely
BBM92 [56]. In entanglement-based QKD, the source can
be an intermediary device that distributes highly correlated
photons to two separate parties, Alice and Bob, via two
independent quantum channels, which in our setup are largely
free-space channels. Our prototype QKD system is eventually
aimed at low Earth orbit deployment, in which case the
entangled photon source (EPS) will be on board a satellite
communicating to two widely separated ground stations. As
a consequence of the tight temporal correlation at pair pro-
duction, the EPS offers additional advantages to our QKD
system through a GPS-free synchronization protocol, some-
thing of importance for satellite systems. Therefore, unless
otherwise stated, in the following we assume that the EPS is
embedded on a satellite (or other detached third-party system
communicating through free space). For fiber-based QKD
implementations, the reader is referred to one of the many
papers in this area [57]. For fiber-based time synchronization,
see [158]].

Our EPS (fiber-coupled prior to launch into free space) is
used to generate polarization-entangled photon pairs, known as
the signal and idler. The state produced by our source is given
by ‘11[}> = %(|H>51g |V>7,d + |V>sig |H>7,d)’ where |H>Sig and
V) , represent horizontally and vertically polarized photons,
respectively; and the subscripts sig and id indicate the signal
and idler, respectively. The photon pairs co-propagate in free
space and are separated and distributed to Alice and Bob.

The received photons at Alice and Bob are mea-
sured by projecting their polarization states onto four basis
states, { H,V, D, A}, using four single-photon detectors. Here,
H,V,D, and A represent the horizontal, vertical, diagonal,
and anti-diagonal polarization basis states, respectively. The
detected photons and their arrival times are recorded for post-
processing and subsequent generation of the QKD keys. The
post-processing hardware unit consists of a time tagging device
with an inbuilt field programmable gate array (FPGA) unit,
as shown in Fig. [T} Alice and Bob (two personal computers)
also perform post-processing steps, including interactive time
domain filtering, sifting, QBER estimation, error correction,
and privacy amplification. More details on the post-processing
follow, in which a QKD ‘session’ is defined as over by the
completion of the privacy amplification described below.

Bit Mapping and Sifting: Once signal acquisition is
completed, the arrival times of photons registered from each
detector are placed in time tag arrays t, and ¢, at Alice and
Bob, respectively. This information must first be corrected for
any synchronization errors (see [[I-BJ). Once the time tag arrays
are synchronized, Alice determines two bits for each time tag
in t, that indicate which of her four detectors registers the
pulse (similar for Bob). The first mapped bit (corresponding
to H, V, D, A) is then stored in a bit array, k, (k; for Bob),
and the second bit (corresponding to the basis used) is stored
in an array, b, (b, for Bob). Let the length of k£, and k; be
Npaw at this point. To perform the basis sifting, Alice and
Bob exchange their b, and b, via classical communications
- only bits measured in the same basis are retained. Each
step performed through classical communication undergoes
encryption as described by an instruction sequence (discussed
later). The length of the remaining k, and k; will be on
average, Ny /2.

OBER Estimation: In this step, Alice randomly selects a
subset (with the size of Ny, /4) of bits from k, and sends
them to Bob, who then compares these received bits with his
corresponding bits in k;, and estimates the QBER (denoted by
@). Next, Bob discards the bits used in the comparison and
informs Alice of the estimated QBER. Alice then also removes
the selected bits from k,. We denote the length of k, and k;
by the end of this step as N.

Reconciliation with Message Authentication Codes
(MAC): The bit vectors k, and k; are generally not iden-
tical due to quantum channel noise, time-tag errors, and
synchronization errors. To reconcile the keys, a syndrome
decoding technique based on an appropriate error correction
code is adopted. Authentication in reconciliation is achieved
through a Wegman-Carter MAC (WC-MAC) [59], which is an



information-theoretic many-time-MAC scheme. We note that
the advantage of using this MAC in QKD is that it consumes
only log, (1°*) bit keys from the previous QKD session, where
[°* is the length of the syndrome, sy.

Privacy Amplification: Assuming a successful reconcili-
ation, Alice and Bob will have two identical bit vectors. In
the privacy amplification step, they extract QKD keys from
these bit vectors. Specifically, Alice first computes the QKD
key rate, 7, in bits per pulse, using the asymptotic analysis of
the BBM92 protocol [60} [61]: » = 1 — h(Q) — L, where h is
the binary entropy function, L = 1 — R,. is the ratio of the
information disclosed to Eve during the error correction step
to the length N. Note, R, = (N —[**)/N =1 — fgh(Q),
where fr = [°*/(Nh(Q)) is the reconciliation efficiency of
the code. Then, Bob will follow the instructions described
in [[62]] to construct a 2-universal hashing matrix, T, with the
dimension of [rN]-by-N and send T to Alice. Finally, both
parties generate their respective secret keys by multiplying
their reconciled bit vectors with the matrix T.

B. QKD Synchronization

In QKD protocols, precise time synchronization improves
secure key generation by improving the signal-to-noise ratio,
thus lowering the QBER [63H69]]. As such, we introduce
such a protocol into our system here. Our synchronization
protocol, which comprises combining algorithms [I] and [2] in
the appendix, estimates a relative time offset (7) and time drift
(Tarift) between Alice and Bob. This must be done prior to the
commencement of QKD, otherwise the QKD will likely fail.
Bob performs a two-step synchronization procedure between
Alice’s time tag array t, and Bob’s time tag array t;. To
achieve this, these time tag arrays are manipulated sequentially
into a series of significantly shorter time tag arrays t, and %,
for Alice and Bob, respectively. Each shorter time tag array
is associated with a ‘round,” a number which specifies the
creation order (first tag, round 1: second tag, round 2, etc.);
and spans an acquisition period T,.,, meaning that a time
difference between its first and last time tag is approximately
T,cq- Note that to protect against a time tag attack [Z0],
Alice encrypts her time tag information using some specific
instruction sequence to form ¢, and sends this encrypted
information to Bob, who decrypts.

The first step of the synchronization protocol performs
a coarse alignment (see algorithm [I] in the appendix), where
Bob performs a cross-correlation scan between t, and #, over
a range R < T,.4, using a fixed step size 6 < R. This
leads to the first estimate of 7, which we refer to as Teoarse-
Note that this coarse alignment is performed only once during
initialization (the first round). Bob then performs a second step
commencing in the first round, the fine alignment (see algo-
rithm@]in the appendix). Here, the cumulative offset 7,ccym 1S
defined as the total relative offset accumulated during previous
rounds (set to zero during the first round). The fine alignment
estimates the relative time offset 7 more precisely, updates
Bob’s shorter time tag array to t;, and updates the cumulative

offset Tycoum.- Algorithm@] also automatically detects the time
drift 74,;5, and eliminates it.

Our synchronization protocol is similar to that reported
in [67]. However, here we incorporate a step-size scan during
the first round, making it less vulnerable to large time offsets,
such as those possible in Earth-to-satellite channels (target
channels for our prototype). The synchronization procedure
is highly parallelizable (and is implemented as such), making
it faster for scanning a wide range of possible time offsets.
Our protocol enables real-time implementation, is easy to
implement in QKD systems, offers flexibility and robustness
in real-world conditions, and is sufficient for entanglement-
based key distribution. However, it is the encapsulation of our
synchronization protocol within a general QKD-PQC frame-
work that is of main interest here. QKD encryption of the time
tag information, although information-theoretic secure, would
be expensive due to the large amount of time tag information,
likely absorbing more QKD key than produced by the QKD
protocol. In [71]], 128-bit AES encryption is used, with QKD
keys only used as a seed as a means to bypass this issue, a
process that is not information-theoretic secure. However, our
obfuscated encryption of the time tag information allows up to
2Novs obfuscated encryption configurations to be used, adding
an additional layer of pragmatic security to synchronization.

In addition to the benefits offered to the communica-
tions through our enhanced synchronization (e.g., freedom
from GPS spoofing and enhanced throughput), the tighter
correlation in time of the arriving photons at Alice and Bob
provides a layer of enhanced timing-based security. Due to
the conservation of energy and momentum, the creation of the
photon pairs via the spontaneous parametric down-conversion
(SPDC) of a pump photon into a signal and idler pair often
results in more temporal correlation than could be expected
from separate sources. For example, for conditions similar
to our hardware, the work of [72]] has demonstrated a time
correlation of order 100 fs (femtoseconds) between photons
produced via SPDC. It is also shown that this corresponds
to a violation of more than 100 standard deviations from
the uncertainty relation that two classical light pulses must
satisfy [72]]. This extraordinary coupling of times of arrival
of the photons at Alice and Bob leads to an enhanced level
of security for our QKD system as an attacker must be able
to complete their measurements and resending of the photons
in shorter timescales. This enhanced security is in addition
to the security already offered in our system through the
encryption of Alice’s time tagging information referred to
earlier. In the circumstance where the photon pairs remain
jointly entangled in polarization and in frequency, additional
timing-based security becomes available in our system since,
conditioned on both photons being detected by Alice and Bob,
the increased spread in energy of the entangled-pair state leads
to improved received timing correlations [73]. However, we do
point out that although intrinsically embedded in our system,
taking advantage of the above enhanced correlations in time
would require detector time resolutions beyond those used in
our current experimental setup.
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Fig. 2: A schematic of the logical flow between the PSK and the different
elements of our architecture. The first portion of the PSK is used for QKD
authentication. As per normal usage within QKD, when this is exhausted, the
new grown QKD key is utilised for ongoing authentication. For AES, the
PSK is only used to form a symmetric key. IT refers to information-theoretic
security, and PQ refers to quantum-resistant security. 7 denotes the encrypted
identifier for an instruction sequence.
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C. Hybrid Quantum and Post Quantum Design

Our architecture comprises QKD and PQC key derivation
primitives (KDPs) that generate symmetric QKD keys and
asymmetric PQC keys. We also use a subset of a PSK to
generate an encrypted sequence of instructions that inform
Alice and Bob of the type and order of the encryption-
decryption protocols. Additionally, the keys from different
KDPs do not combine to generate a hybrid key; instead, a
series of encryptions (and their corresponding decryptions)
using different keys derived from the KDPs are performed. The
proposed architecture ensures information-theoretical security
in an ideal operational scenario and quantum-resistant security
as long as at least one primitive is not compromised. An
overview of our security architecture is presented in Fig.
where the interface between the PSK and the different ele-
ments of the architecture is shown. Note that henceforth, when
we refer to AES we will mean 256-bit AES, unless otherwise
specified.

The length of the PSK, of course, will dictate the com-
plexity of the overall configuration settings. An important
parameter is N5, the number of bits available for obfuscation.
Regarding the instruction sequence (IS), this will allow for
up to 2Nevs independent IS possibilities. There are several
methods for the system to decide on the different forms of
the IS. They can be set a priori between Alice and Bob in a
secured environment (the same environment in which the PSK
is set). However, this does not offer dynamic behaviour (re-
adjustment of the configuration settings in the field), instead
necessitating a permanent fix of the settings for a pair of
devices. In contrast, Bob (the data sender in our system) could
encrypt all aspects of the configuration settings in an encrypted
message to Alice. This allows for the maximum flexibility and
maximum dynamic behaviour, since no configuration settings
are pre-set by Alice or Bob (but this will normally allow for
less than 2™Vevs configurations to be used). A third possibility
is that an a priori look-up table could be set and made publicly
available where the configuration settings are preset and linked
to a unique label (identifier), this label being then encrypted
and sent from Bob to Alice. For clarity of exposition, in the
following we assume the latter mode of operation to be the

case. This chosen operation offers the possibility of dynamic
behaviour, albeit from a set of prearranged settings. So that
not all the obfuscation key is consumed in one cycle, we set
a new length, N(,;,g < Nyps, and consume only NO;,G of key
bits per cycle (per one use of the look-up table).

In general, the IS could contain any information related
to the configuration, such as the parameters for any protocol,
and instructions on how to encrypt/decrypt time tag infor-
mation. However, for clarity, we discuss in detail a specific
implementation of the generic framework provided in Fig. [
In this specific implementation, we assume that the IS is
constructed only from the three underlying primitives (with
set parameters) and that the time tag information (and other
classical communications associated with QKD reconciliation)
are encrypted only using AES. Our specific implementation,
shown in Fig. 3] possesses two sets of keys. The first set
of keys, namely, kfuglﬁ, kf_’\g;, kbsk, are used for the authen-
tication in QKD reconciliation, AES encryption of classical
data communicated and the derivation of the encrypted identi-
fier of IS, respectively. Note that the encrypted identifier is
denoted by 7, and OTP encryption is used to encrypt the
identifier. The IS can be written as (&1,&a,---&y,), where
& € {OTP, AES, PQg,.} and i = (1,2,--- ,n), where n is
the number of encryption-decryption protocols to be applied to
the data (the data is the actual message M communicated from
Bob to Alice that the entire system is set up to protect). The
second set of keys, denoted by k¢, is used by the encryption
protocols (&;), and if the decryption protocol is used then the
corresponding decryption keys are represented by kg , where
¢ € {OTP, AES, PQp,.} are the corresponding decryption
protocols.

Fig. [3] describes the flow chart of the specific protocol,
assuming Bob is the sender of the data M while Alice is the
receiver of M. The steps are summarized below, where one
‘cycle’ of the QKD-PQC setup is the completion of steps (1)-
(5) below.

1) Handshake: Alice and Bob perform an initialization
handshake; they share the required system configurations (e.g.,
security parameters, FPGA parameters, and post-processing
parameters). They also choose N4pg bits from kisg g» since
in this specific protocol time tags and some other classical
communications (e.g., reconciliation information) are always
encrypted with AES.

2) Obfuscation Function: Bob derives an IS from 2Novs
possible instructions. Next, Bob uses a mapping table fyap
(publicly available) to obtain an identifier for the IS. He
encrypts this identifier by XoRing with Noys bits of kpsk to
generate m, which Alice decrypts upon receiving to obtain the
same IS.

3) OKD Key Derivation: Here, the QKD protocol, as
described in Sec. is used to establish the QKD keys
between Alice and Bob. In Fig. 3] the process of obtaining
the time tag from detecting a quantum signal is denoted
by the SignalDetection() function and the post-processing
step is denoted by QKD_KDP. The symbols in the figure
corresponding to this step are denoted in Sec. Note that
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Fig. 3: The flowchart describes one cycle of a proposed QKD-PQC system. In the figure, it is assumed that Bob intends to communicate a data message (M) to
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is used to represent that the next Nags bits are used for all data encryption-decryption, where the IS contains AES (the first Nags are used for encryption-
decryption in QKD reconciliation). The output of fyap(IS) is an identifier associated with the instruction sequence that is obtained from the mapping table.
The output of Data Encryption obtained via algorithmEl (the decryption is done with algorithm H is the ciphertext denoted by C.

encrypted time tag arrays are shown as ¢,¢; and encrypted
syndrome as sj.

4) Additional Key Requirements: This step depends on
the IS contents. If the IS contains the element PQpe., then
Alice generates the asymmetric keys (kpqc, I_chc) using the
post-quantum key generation function PQKeyGen [74] with
the security strengtlﬂ AP4 and sends the public key kpgc to
Bob. If the IS contains the AES element, then Alice and Bob
obtain the next Nags bits of kﬁ%’g to form the key kags.

2Security strength is a number associated with the amount of work (the
number of operations) that is required to break a cryptographic algorithm or
system [[73].. It is generally a value of the set {80,112, 128,192,256, - - - }.

5) Data Encryption-Decryption: At this stage, all the
desired keys and instructions are generated. Bob encrypts a
data message according to the IS using the algorithm [3] and
sends the ciphertext to Alice, which she decrypts using the
reverse of the IS via the algorithm [ This completes a cycle
of our cryptographic architecture (many QKD sessions could
reside within one QKD-PQC cycle).

D. System Advantages

As mentioned earlier, the encrypted sequence of op-
erations can provide additional burden (thereby providing
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additional security) on a successful attacker who may have
arrived at independent side-channel attacks on QKD and PQC,
rendering other hybrid QKD-PQC systems vulnerable. An ex-
ample scenario would be a successful attack on QKD through a
power analysis [76]], coupled to a successful power analysis at-
tack on PQC [77,[78]. By providing 2"°ts potential sequences
of encryptions (some of which may include a series of multiple
encryptions beyond two), currently successful power analysis
attacks become ineffective with high probability. A similar
argument could be formed based on time analysis attacks on
QKD [79] and PQC [80]]. In addition, even though both QKD
and PQC are safe against ciphertext-only attacks, if other side-
channel attacks, such as those mentioned above, are successful,
a ciphertext-only attack has a chance of succeeding in other
hybrid QKD-PQC systems, but it is ineffective in our system
with high probability.

Beyond the system model adopted here, the use of an IS
for obfuscation can also be applied to different hybrid QKD-
PQC configurations, different QKD protocols, different photon
sources, different physical channels, and different hardware.
The photon source (sources) may be embedded in Alice or
(and) Bob. The use of an IS can also be applied outside the
post-processing stage. For example, a host of side channel
attacks can be specific to the QKD hardware (or channel) and
possibly be relevant in different phases of the QKD protocol
(for the BBM92 protocol, these are listed in [81]). Extended
systems can address such side-channel attacks through various
means, such as setting intermittent use of the quantum chan-
nels for purposes beyond QKD or setting detector parameters,
with the information necessary to coordinate these settings
being secretly communicated as part of the IS. We do not claim
that our approach is the only method to counter hardware-
based side-channel attacks: rather, we offer a more flexible
and easy-to-implement solution.

III. RESULTS AND DISCUSSION

We implemented a fully integrated real-time prototype
QKD-PQC system in laboratory settings. The time synchro-
nization for QKD is done by performing a cross-correlation
analysis between the detection events at the different par-
ties receiving entangled photons. The QKD experiment is
conducted over a channel length of 1.5 m. An experimental
loss of 10.3 dB is measured for the signal, accounting for
transmission, optical, and detection losses. The EPS (QES2,
Qubitekk) provides tunability over power and temperature,
and can be configured for both degenerate and non-degenerate
cases. In our setup, the source is configured for the degenerate
case producing a degenerate signal and idler pair at 810 nm.
The power of the source is varied and visibility is calculated
for different power values to optimize the source for maximum
visibility and count rate (see results in [S5]). In our case,
the source is set at a power value of milliwatts, achieving a
coincidence rate of 10,000 s~ 1 (just after the source, measured
in fiber). The visibility of the source at the set power value
is measured as 0.873 £ 0.019. The detection efficiency of
the detectors is 65% (Excelitas, SPCM-AQRH-14) with a

background count of 100 s~!. The time tagging device is
the OPX+ from Quantum Machines, which also serves as our
post-processing unit and consists of an onboard FPGA with
a timing resolution of 1 ns. For QKD reconciliation, a low
density parity check matrix is adopted based on the progressive
edge growth algorithm in [82] with a code rate R, = 0.5, and
degree distributions optimized for QKD as described in [83]].
The length of N,.4,, is set to 40, 000. Both the post-processing
and the PQC module are handled in personal computers with
16 GB RAM and a 2.9 GHz clock speed GPU for both
Alice and Bob. The PQC key generation and encryption-
decryption modules are taken from the Post Quantum Safe Lib
module [84], and the post-processing module was developed
in MATLAB v2021.

We examined the impact of timing errors (introduced
assuming Gaussian jitter noise in Bob’s time tag array tp)
on the performance of the QKD system in terms of the
secret key rate (SKR), which is calculated using our key rate
equation. Fig. [] illustrates the critical role played by precise
time alignment in optimizing QKD performance. An increased
timing error reduces the coincidence detection rate, which in
turn increases the QBER and lowers the SKR.

In order to test our synchronization protocol (see ap-
pendix), we introduce a 10 ns (nanoseconds) relative time
offset 7 and a time drift 74,;7; of 1 ns per 250 ms (mil-
liseconds) in Bob’s time tags. The parameter values used in
the protocol are detailed in Table [I On average, the protocol
takes approximately 5 ms per round, except during the first
round, where the coarse alignment step takes approximately
0.5 sec due to heavier processing. In Fig. 5| which highlights
the overall performance of the synchronization protocol, the
abscissa axis represents a relative delay added to the input
time-tag information in order to search for a peak in the
correlation between Alice and Bob’s input time tag arrays. If
there were no synchronization errors in the input information,
a peak should be found at zero. However, as we can see,
without the application of our synchronization, no coincidence
peak is evident in the counts at zero relative delay between
Alice and Bob (as shown by the orange scatter points in
Fig. E]) Instead, a broad distribution of low coincidence counts
is observed in the relative delay range (the increase in counts
between —10 ns to—38 ns can be attributed to a partial success
in removing the drift component). If such a time tag array were
used in QKD without correction, the QKD protocol would fail.
Upon applying our synchronization, we remove the relative
time offset and the time drift from the time tag array and
retrieve a sharp coincidence peak at zero relative delay (as
shown by the blue scatter points in Fig. [5) thereby illustrating
the success of our protocol. From Fig. 5] we also observe that
a coincidence window of 1 ns would be an excellent choice
for QKD implementation.

In addition, we compared the performance and overhead
of the combined QKD-PQC system. Table [[I| compares the
execution times, in seconds, of a standard (stand-alone) QKD
system with OTP encryption with our new hybrid QKD-
PQC system (with the same settings for the QKD part). To
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Fig. 4: QBER and SKR as functions of timing error. Due to imperfect
reconciliation, SKR drops to zero as QBER exceeds 0.1 (not 0.11). Here, the
timing error is the standard deviation of the timing jitter in the photon detectors
(Gaussian noise assumed). The coincidence window used to determine the
counts is 1 ns. Note, these key rates are upper limits due to the value of N
adopted. Approximately a factor of ten more collection time is required for
the rates shown to be achievable.

TABLE I: Synchronization Parameters

Parameter Value
Acquisition period (Tfcq) 50 ms
Coarse scan step size (J) 200 ns
Coincidence peak width (FWHM) 1 ns
Coarse scan range (R) +1 ms
Fine alignment bin width (w) 1 ns

demonstrate the hybrid design in an experimental setting, we
used the mapping table fuyap, Where the four possibilities of
identifier — IS are: 00 — (OTP, AES), 01 — (AES, OTP),
10 — (OTP, PQg,.) and 11 — (PQg,., OTP). This determines
n = 2 and Nobs = 2, which sets the number of instruction
sequences to be 2Ve»s = 4, resulting in the consumption
of 2 bits of PSK per cycle to communicate one of the four
configuration choices. For AES, we set the symmetric key,
Nags = 256 bits. The execution times for each codeblock were
recorded over 10 runs and the mean and standard deviations
were computed. A stable SKR of 298 59 bits/s was observed
and a QBER of 0.0745 + 0.0047. The increase in time in
the codeblocks from ‘Synchronization’ to ‘Error Correction’ is
due to the fact that we perform an additional AES encryption-
decryption of classical information in the post-processing step.
As can be seen, by the comparison of total times, there
is approximately 5.8% overhead on Alice’s side and 5.4%
overhead on Bob’s side in execution times in our combined
QKD-PQC system compared to a standard QKD with OTP
encryption. Assuming that a mapping table fu,p is constructed
such that, on average asymptotically, an IS contains n/2
encryption-decryptions with OTP, n/2 with AES and n/2 with
PQC, the execution time will increase by approximately a
factor of n/2.

There are many variations and extensions on the actual
implementation of the obfuscated hybrid QKD-PQC we have
reported here. For example, the use of lossy compression codes
(e.g., Universal and Huffman coding) could be invoked to
optimize the per bit of PSK used in the obfuscation function.
Other modules or parameters that undergo obfuscation could
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Fig. 5: Coincidence counts as a function of a relative delay, At, added to
Bob’s time tag information. Counts are shown before (orange) and after (blue)
application of the synchronization protocol. For each At, coincidences are
counted only when Alice’s and Bob’s time tags match within a 0.5 ns window.
The input information used here had a time offset of 10 ns and a timing drift
of 1 ns per 250 ms applied. The points representing the information after
applying our synchronization show a centered coincidence peak at At = 0,
indicating the time offset and drift have been successfully removed. The data
shown is accumulated over 7 s.

be introduced. Examples of these would be the channel or
reconciliation codes used in classical communications and the
block length of the codes. These could be invoked through
more sophisticated handshake protocol modules. Other proto-
cols could be merged into our system, such as quantum loca-
tion verification, leading to position-dependent cryptography
(e.g., see [85) [86]]. The merging of security attributes such as
those provided by other hybrid QKD-PQC systems (see Intro-
duction) could be convolved within our system, the anonymous
routing of [50] being an example. The full use of photon time
correlations, in SPDC creation, for enhanced timing-based
security [72]] is another avenue for future work. Finally, we
have not shown that all possible instruction sequences allowed
by our system lead to data transfers that are formally quantum
resistant to the same dual side-channel attacks that can make
previous QKD-PQC architectures insecure. Formal analyses in
this direction would be useful.

IV. CONCLUSION

We proposed a new hybrid cryptographic system that
generates QKD and PQC keys whilst obfuscating in an
information-theoretic manner both the sequence on how these
keys are used and relevant system parameters. We achieved
this, in part, by using an encrypted instruction sequence
that indicated a specific order of encryption-decryption of
data messages. Our system also provided a GPS-free time-
synchronization feature within the QKD key generation sys-
tem. The described system reduces the vulnerability of hybrid
QKD-PQC solutions to known (and yet-to-be discovered)
simultaneous practical attacks on the underlying cryptographic
primitives. We carried out a full experimental deployment,
comparing the time overhead of our hybrid system with a
standard QKD system, demonstrating the feasibility of the



TABLE II: The mean execution times (in seconds) of a standard QKD system with OTP encryption on both Alice’s side and Bob’s side, compared with the
mean execution time of our combined QKD-PQC system for the same message and same system settings on both Alice’s side and Bob’s side. The Classical
Communications is the total time taken in the classical communication of information in the QKD post-processing. The synchronization only occurs in Bob’s
side; hence, no execution time for synchronization in Alice’s side. The codeblock ‘Message Enc-Dec’ in a standard QKD system corresponds to a simple
XoR operation, while in our hybrid system it is the Data Encryption-Decryption defined in step ([I-C3)) of Sec.

Standard QKD system with OTP (Time in sec.)

Our QKD-PQC system (Time in sec.)

Codeblock

Alice Bob Alice Bob
Signal Accumulation 224.70 + 4.65 236.01 + 7.64 188.05 4+ 4.84 196.36 +6.16
Synchronization - 0.80£0.13 - 0.90 £0.15
Time Tag Filtering 0.0007 + 0.0001 0.0055 + 0.0003 17.56 + 0.24 35.42 +2.91
Sifting 0.0009 + 0.0005 0.0022 + 0.0034 0.26 £+ 0.01 0.42 +0.04
QBER Estimation 0.0005 + 0.0002 0.0007 £ 0.0004 0.0003 £ 0.0001  0.0007 + 0.0003
Error Correction 0.72+£0.11 0.95+£0.10 0.69 4+ 0.03 1.09 £0.25
Privacy Amplification 0.20£0.01 0.21 £0.02 0.20 £0.01 0.23 £ 0.06
Obfuscation - - 0.0003 £+ 0.0003  0.0005 + 0.0008
PQC Key Share - - 1.43 £0.61 2.13 +0.59
Message Enc-Dec 0.0020 +£ 0.0003 0.0066 + 0.0011 0.61 £0.51 3.07+1.73
Classical Communications 22.73 + 2.56 13.55 £ 4.75 54.02 +£10.73 25.51 +4.67
Total time (in sec.) 248.35 + 5.31 251.52 +8.99 262.82 + 11.80 265.13 + 8.79

former. Our new architecture illustrates the important role that
hybrid systems can play in real-world deployments of the
QKD and PQC primitives. Future users of our hybrid QKD-
PQC system who remain skeptical about QKD security issues
in a practical setting can be assured that the worst-case security
outcome for them is enhanced PQC security relative to the
level of PQC security they normally accept. Regarding QKD
itself, we believe that ultimately all QKD deployments will be
deployed in a hybrid fashion similar to that reported here.
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APPENDIX

For completeness, here we list the algorithms used in the
specific implementation presented in this work.

The GPS-free synchronization protocol described in Sec-
tion [IT-B| uses algorithms [I] and 2] below. Note that most of the
synchronization processing uses the latter algorithm, as the
former is used only in the first round.

Algorithm 1: Coarse alignment Step (only for 15¢
round)

Input: The time tag array of Alice #,: the time tag
array of Bob #;: the step size &: the
coincidence peak width of the EPS source
FWHM: the coarse scan range R.

Output: Initial time offset 7.oqrse

W < 3§+ 2FWHM /* Coincidence window

width */

S« {-R,—R+6,...,R} /* Time shifts to

scan over */

for v € S do
/* Using MATLAB’s Parallel

Computing Toolbox herex*/
té —~ty+ v
Clv] + {(a, V) :a € o, b € fg,|a—b’| < WY
/* Coincidence count at v =/
end

Teoarse — arg max,, C[v|
Note: The window W ensures that true coincidence events (entangled photon

pair coincidence events) near the edges of adjacent steps are not missed.

Algorithm 2: Fine alignment Step

Input: The time tag array of Alice #,: the time tag
array of Bob {p: the initial time offset Teparse:
the bin width w: the cumulative offset T,ccum.

Output: The estimated time offset 7: the updated

time tag array tb: Taccum

fb <~ gb + Teoarse + Taccum

(&, 81) « {(a,b) s a € ta,b € B, |a— b < W}

for j =1:|ti| do

Aty i [5] - #}[3]
bj — bin(Atj)

end

bl < argmax, |{j : b; = b}|

Thine < bT - w

/+ Compute total time offset, update

cumulative offset, update Bob’s time
tags =/

T < Teoarse T Tfine

fb — fb + 7

Taccum €~ Taccum T T

Tcoarse <; O

Note: Other than the first round, Tqp;f¢ is estimated by the T (output of

algorithm) .

The specific implementation of the hybrid QKD-PQC
protocol described in Section [II-C| uses algorithms [3] and [

below. These algorithms are implemented in the last step of

the control flow shown in Fig. [3] and largely relate to the

encryption and decryption of the data M using the keys created

by the hybrid system.

Algorithm 3: Data Encryption

Input: (Map, M, &, ke, kpsi)
Output: C
/+*Step 1: Bob generates an
instruction sequence using a mapping
table based on a pre-shared key.=*/
7r<_f1§/lap(kpi"k) [* m= (5(1)35(2)7 75(7;))*/
/+ Step 2: Bob generates the key list
based on the sequence w.x/
kr < SeqEncKeys(m, ke); Cremp < M
for i «+ 1 to len(w) do

Cremp < &n(i)(Cremps Kr())
end
C — Ctemp
/* Step 3: Bob sends ciphertext C to
Alice.x/

Algorithm 4: Data Decryption

Input: (Map, M, &, kg, kpsr.)

Output: M

/*Step 1: Alice, upon receiving
ciphertext C initiates the
decryption process.x*/

71—71 AN fl\g/[ap(kPSk)

/*Step 2: Alice generates the key
list based on the sequence 7w/

kx < SeqDecKeys(m ™1, kg); Miemp < C

for i « 1 to len(m) do
‘ Mtean «— g?r(nfifl)(Mtempa k‘n'*l(i))

end

M <+ Mtemp
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