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Abstract—The exponential growth of applications of the In-
ternet of Things (IoT) has intensified the demand for efficient,
high-throughput, and energy-efficient data processing at the
edge. Conventional CPU-centric encryption methods suffer from
performance bottlenecks and excessive data movement, especially
in latency-sensitive and resource-constrained environments. In
this paper, we present SPiME, a lightweight, scalable, and FPGA-
compatible Secure Processor in Memory Encryption architecture
that integrates the Advanced Encryption Standard (AES-128)
directly into a Processing-in-Memory (PiM) framework. SPiME
is designed as a modular array of parallel PiM units, each
combining an AES core with a minimal control unit to enable
distributed in-place encryption with minimal overhead.

The architecture is fully implemented in Verilog and tested on
multiple AMD UltraScale and UltraScale+ FPGAs. Evaluational
results show that SPiMe can scale beyond 4,000 parallel units
while maintaining less than 5% utilization of key FPGA resources
on high-end devices. It delivers over 25 Gbps in sustained encryp-
tion throughput with predictable, low-latency performance. The
design’s portability, configurability, and resource efficiency make
it a compelling solution for secure edge computing, embedded
cryptographic systems, and customizable hardware accelerators.

Index Terms—FPGA, Verilog, AES, Processor-in-Memory

I. INTRODUCTION

The rise of Internet of Things (IoT) systems has significantly
accelerated Big Data generation, raising urgent challenges
in secure, real-time, and energy-efficient data processing [1].
IoT devices continuously produce sensitive data streams that
must be encrypted and processed under tight bandwidth and
energy constraints, exposing the limitations of conventional
CPU-centric systems in terms of latency and data movement
overhead.

Processing-in-Memory (PiM) has emerged as a promising
alternative, enabling computation near data to reduce trans-
fer overhead and improve performance [1]. While PiM has
demonstrated benefits in domains such as pattern matching
[2]-[5], genomics [6], and Al inference [7], securing data
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within PiM remains a critical challenge. Traditional memory
hierarchies and centralized encryption methods fail to meet the
urgent needs of modern IoT and edge computing environments
(81, [9].

Security in PiM systems is particularly sensitive due to the
risk of data exposure during transfer, susceptibility to side-
channel attacks, and power leakage [10]. The Advanced En-
cryption Standard (AES) is a widely adopted countermeasure,
but software-based AES is computationally intensive and ill-
suited for real-time applications [11]. Embedding AES directly
into PiM architectures mitigates these issues by protecting
data in place, reducing latency, and minimizing the observable
attack surface [12], [13].

In this work, we introduce SPiME, a scalable and
lightweight AES-128 encryption system embedded within
a PiM framework and implemented in Verilog. Each
PiM unit integrates an aes_core—comprising submodules
sub_bytes, shift_rows, and mix_columns—with a
pim_controller for key scheduling and I/O. The system
supports throughput scaling via a parameterized NUM_PIMs
variable, enabling parallel encryption across distributed mem-
ory banks. SPiMe is designed for FPGA compatibility, modu-
lar reuse, and energy-efficient secure computation at the edge.
It addresses critical performance and security requirements for
PiM-based IoT platforms, providing a practical foundation for
secure, high-throughput data processing.

II. RELATED WORK

AES has been widely implemented in hardware to improve
performance, energy efficiency, and area utilization [14]-[27].
Prior designs have focused on optimizing resource-constrained
implementations [11], [28], improving resistance to side-
channel attacks through balanced logic [13], and achieving
high throughput using pipelined and parallel structures [8],
[29]. Other efforts are application-specific, such as targeting
5G networks [12] or employing approximate computing to
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save energy [10], though these may compromise security. Xu
et al. [9] introduced a PiM-based AES integrated into DRAM,
but their approach relies on custom memory technology,
limiting portability and compatibility with FPGA platforms.

Chaves et al. [30] presented a polymorphic AES core
that merges SubBytes and MixColumns operations to reduce
resource usage and improve throughput. Iranfar et al. [31] de-
veloped a spintronic-based AES design for PiM, which offers
strong resistance to power-based side-channel attacks through
a symmetrical logic structure and uniform power profile. Liu et
al. [32] proposed AESPIM for real-time video encryption, in-
corporating system-level enhancements such as data/user-level
parallelism and QoS-aware scheduling to improve streaming
performance. Instruction-level approaches [33] leverage AES-
specific ISA extensions or general-purpose operations like
Pread and byte_perm, achieving fast encryption on CPUs but
relying on specialized hardware and typically supporting only
non-feedback encryption modes.

In contrast, our work introduces a modular and reconfig-
urable FPGA-based AES architecture designed for Processing-
in-Memory (PiM) systems. By integrating multiple AES-128
cores with lightweight controllers, our design enables parallel
and pipelined encryption directly near memory. This signifi-
cantly reduces data movement and memory access overhead,
leading to improved throughput and energy efficiency. Unlike
solutions that require custom memory or CPU instruction ex-
tensions, our architecture supports flexible deployment across
FPGA platforms, making it well-suited for secure, scalable,
and energy-aware applications in edge and embedded envi-
ronments.
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Fig. 1: Proposed SPiME System.

III. DESIGN AND ARCHITECTURES

Our proposed architecture SPIME (Secure Processor in
Memory Encryption) is designed as an array of parallel
multiple processor-in-memory (PiM) units where each PiM
comprises a PiM controller and an AES core. The design is

fully described in Verilog and features a modular organization
that promotes scalability, reusability, and clarity.

Figure 1 illustrates the full SPIME architecture, composed
of an array of multiple PiM units. Each PiM unit receives
its plaintext input (data_in) and encryption key from buffers
managed by the CPU. The operation of the PiM units is
directed by a set of control signals originating from the CPU.
After processing, each PiM unit outputs the ciphertext to
a corresponding output buffer. The experimental evaluation
presented in this work focuses specifically on the SPIME
component itself, excluding analysis of the resource usage
or performance of the surrounding system. The followning
subsections are description of SPIME and its components.

A. Top-Level System

This is the main module that instantiates multiple PiM
processing units, each consisting of a PiM_Controller and an
associated AES_Core. It includes a parameter, NUM_PiMs,
which defines the number of parallel encryption units oper-
ating in the system. The top-level module coordinates global
input/control signals such as system clock, reset, encryption
start, and plaintext/key input. It gathers outputs from each
processing unit and can be extended to include aggregation,
output buffering, or interfacing to a larger memory subsystem.
Figure 2 presents the design units of n processor-in-memory
units.

B. PiM Controller

Each PiM_Controller is responsible for orchestrating the
AES encryption process for its assigned memory block. As
shown in Algorithm 1, it handles:

Start/Done Handshaking initiates the AES core when start
is asserted, and monitors the done signal from the AES core.

Data Handling routes the input plaintext and key to the
AES core and captures the result of the ciphertext after
encryption.
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Fig. 2: SPIME top_Level design consisting of an n PiMs where
each consists of AES_Core and control unit

Control Flow Management can support additional logic
for data buffering, memory interfacing, or result distribution
in a complete PIM setup. The controller acts as a lightweight
scheduler that isolates control complexity from the AES dat-
apath and makes the design modular.



Algorithm 1: PIM Controller State Machine

1 Function PIM_Controller (clk, rst, start, data_in, key, aes_done,
aes_data_out) :

// Initialize state

state < IDLE;

aes_start < 0;

done «+ 0;

data_out < 0;

while rrue do

if st = 1 then

state < IDLE;

aes_start < O;
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1 done <+ 0;

11 else

12 switch state do

13 case IDLE do

14 if start = 1 then

15 aes_start < 1;

16 state < START_AES;
17 case START_AES do

18 aes_start < 0;

19 state < WAIT_AES;

20 case WAIT_AES do

21 if aes_done = 1 then

22 data_out < aes_data_out;
23 done + 1;

24 state < DONE;

25 case DONE do
26 done <+ 0;
27 state < IDLE;

C. AES Core

It performs AES-128 encryption on a single 128-bit data
block using a 128-bit key. It is pipelined and driven by a
finite-state machine (FSM) that sequences through the AES
rounds. In this design, we depend on the previous work of
AES [14]-[27]. The AES_Core is designed as a synchronous
digital hardware module implemented in Verilog that controls
the AES encryption process. This module coordinates the
sequence of AES transformations applied to the input plaintext
using a set of pre-computed round keys.

o Inputs:

— clk: System clock signal drives the sequential logic.

— rst: Active-high synchronous reset signal to initial-
ize internal states.

— start: Signal to initiate the encryption process.

— data_in: 128-bit plaintext input data.

— key: 128-bit AES key (used for key expansion).

— round_keys_flat: Concatenated 1408-bit bus
containing all 11 round keys (each 128-bit).

o Outputs:
— data_out: 128-bit ciphertext output after encryp-

tion.
— done: Flag indicating completion of encryption.
Upon initialization or reset, the module unpacks
the round_keys_flat input into an array

round_keys[0..10], each holding a 128-bit round
key. The module includes a finite-state machine (FSM) with

four states: IDLE, INIT, ROUND, and FINAL, which control
the encryption flow:

IDLE State: The module waits for the start signal.
When asserted, it transitions to the INIT state. Outputs remain
inactive during this state.

INIT State: Resets the round counter to zero and performs
the initial AddRoundKey operation by XOR-ing the input data
with round_keys [0], initializing the internal AES state.
Then, it moves to the ROUND state.

ROUND State: Sequentially performs AES round trans-
formations:SubBytes, ShiftRows and MixColumns. The trans-
formed state is XOR-ed with the next round key
round_keys|[round + 1], and the round counter is in-
cremented. If the round counter reaches 9, the FSM transitions
to the FINAL state; otherwise, it continues processing rounds.

FINAL State: Executes the final AES round, applying
SubBytes and ShiftRows but skipping MixColumns. The state
is then XOR-ed with the last round key round_keys[10].
The output data_out is set to the encrypted data, done is
asserted, and the FSM returns to IDLE.

When the synchronous reset rst is asserted, all internal
registers, including the state machine and round counter,
are cleared. The FSM returns to the IDLE state, and the
done signal is de-asserted. The AES_Core is divided into
the following submodules that represent the functional blocks
of AES. Each submodule is designed to be synthesized and
modular. Algorithm 2 describes thoroughly the AES_Core
operation.

D. AES_Sub_Bytes

This module implements the AES S-Box substitution op-
eration. Each byte in the 128-bit block is replaced using
a lookup table or logic circuit that performs the non-linear
transformation. The S-Box is designed using combinational
logic or ROM-based lookup depending on FPGA resources.
The AES_Sub_Bytes module implements the SubBytes
transformation step in AES encryption as a synchronous
process controlled by a clock and reset signals. It handles
input data packets, validates them, and produces corresponding
outputs based on the packet type.

o Inputs:

— clock: The system clock signal, driving all sequen-
tial operations.

— reset: Active-high synchronous reset signal to ini-
tialize internal registers.

— input_valid: A flag indicating when the input
data is valid.

— packet_type: A signal identifying the type of
input packet.

— input_data: The data input to be processed by
the SubBytes operation.

o Outputs:

— output_valid: Flag indicating when the output
data is valid.

— output_data: The processed output data after the
SubBytes step.



Algorithm 2: AES Core Algorithm

1 Function

AES_Core (clk, rst, start, data_in, key, round_keys_flat):
Input: clk, rst, start, data_in, key, round_keys_flat
Output: done, data_out
// Unpack round keys from flattened input
for i <— 0 to 10 do

| round_keys[i] < round_keys_flat[i - 128+ : 128];

// Initialize FSM
current_state < IDLE;
// FSM transition
if rst then
| current_state < IDLE;

else
| current_state < next_state;

// FSM next state logic
if current_state = IDLFE then

‘ next_state < start ? INIT : IDLE,
else if current_state = INIT then

‘ next_state < ROUND;
else if current_state = ROUN D then

‘ next_state < (round =9) ? FINAL : ROUND;
else if current_state = FIN AL then

‘ next_state < IDLFE,
else

| newxt_state <~ IDLE;

// Round logic

if rst then

state < 0;
round < 0;
done <+ 0;

else
if current_state = IDLE then
‘ done <+ 0;
else if current_state = INIT then
round < 0;
state < data_in @ round_keys[0];
else if current_state = ROUN D then
state < miz_columns_out®dround_keys[round+1];
round < round + 1;
else if current_state = FIN AL then
state < shift_rows_out ® round_keys[10];
data_out < state;
done + 1;

// Apply AES transformations

sub_bytes_out < SubBytes(state);

shift_rows_out < ShiftRows(sub_bytes_out);
miz_columns_out < MixColumns(shift_rows_out);
return done, data_out

The module operates as follows:

o« When the reset signal is asserted (high), the module

clears its internal temporary data register and de-asserts
the output_valid signal to zero, effectively resetting
its internal state.
On each rising edge of the clock signal, if the
input_valid flag is high, the module inspects the
packet_type:

— Ifthe packet_type equals 2 (indicating the packet
is relevant for the SubBytes operation), the input data
is latched into an internal temporary register, and
the output_valid flag is asserted to indicate the
output data is now valid.

— Otherwise, if the packet type does not match,
output_valid is de-asserted, indicating no valid
output data for this cycle.

o The output data, output_data, continuously reflects

the value stored in the temporary register temp_data.

This behavior ensures that only valid data packets of the

expected type are processed and output, while other packets
are ignored.

E. AES_Shift Rows

This module implements the cyclic left shift of the AES
state rows. The AES ShiftRows transformation is a permu-
tation step applied to the 128-bit AES state matrix. It cyclically
shifts the bytes in each row of the state by a certain offset to
the left, depending on the row index.

o Input: A 128-bit state data_in represented as a 4x4

matrix of bytes.

e Output: A 128-bit state data_out, also represented
as a 4x4 matrix of bytes after applying the ShiftRows
operation.

The transformation proceeds as follows:

o The state matrix consists of 4 rows and 4 columns, where
each element is a byte.

e For the first row (row = 0), the bytes remain un-
changed; data_out [0] [column] is directly assigned
from data_in[0] [column].

o For subsequent rows (row = 1, 2, 3), each byte is
shifted cyclically to the left by an amount equal to the
row index:

data_out [row] [column] <

data_in[row] [(column + row) mod 4]

meaning each row shifts its bytes left by its row number,
wrapping around cyclically.

F. AES Mix_Columns

The AES_ Mix_Columns transformation operates on the
128-bit input state data_in, which is arranged as 4 columns
of 4 bytes each. The transformation processes each column
independently by applying finite field arithmetic in GF(2%).

Specifically, for each column ¢ (from O to 3), the four bytes
(S0, 81, S2, 83) of that column are extracted. Each output byte
(mg, m1, ma, m3) of the transformed column is computed as
a linear combination of the input bytes using multiplication
by constants 2 and 3 in GF(2%), where multiplication by 2 is
implemented by the function mul_by_ 2 and multiplication
by 3 is performed by mul_by_3. These computations are
defined as follows:

mo = mul_by_2(sg) © mul_by_3(s1) @ s2 ® s3
my = sop @ mul_by_2(s1) ® mul_by_3(s2) P s3
mo = so ® s1 @ mul_by_2(s2) ® mul_by_3(s3)
mz = mul_by_3(sg) & s1 ® s2 ® mul_by_2(s3)

Here, multiplication by 2 ( mulyy2) is implemented as a
left shift of the byte followed by a conditional XOR with Ox1b
if the most significant bit was set before the shift, to ensure
reduction modulo of the AES polynomial. Multiplication by 3

(mul_by_3) is computed as the XOR of mul_by_2 and the
original byte. After computing (mg,m, mso,ms3), the output



state data_out is updated by replacing column c with these
new bytes. This process is repeated for all four columns,
resulting in the fully transformed AES state.

G. Add_Round_Key and Key Scheduler

It performs XOR between the 128-bit state and the 128-bit
round key. This operation is simple but crucial for combining
the input data with the key material. Although not always
implemented as a separate module, the AES_Core contains
logic to expand the 128-bit key into 11 round keys using the
Rijndael key expansion algorithm [34]. Each round key is used
once per round.

IV. TESTING AND EVALUATION PROCESS

To assess the practicality and performance of the proposed
SPiMe architecture, we performed a detailed evaluation us-
ing multiple FPGA platforms. Our analysis spans hardware
resource utilization, scalability, latency, and throughput, with
designs synthesized and tested on AMD UltraScale and Ultra-
Scale+ devices.

A. FPGA Platforms and Configuration

We selected five FPGA platforms for evaluation: U55C,
U280, VCU118, ZCU104, and ZCU106. These devices span
a range from high-end data center accelerators to embedded-
class SoCs. Table I summarizes their hardware specifications,
including available logic (LUTs), flip-flops (FFs), memory
resources (BRAM and URAM), and DSP blocks.

To explore SPIME’s scalability, we instantiated arrays with
increasing numbers of parallel PiM units: 256, 512, 1024,
2048, and 4096. Each PIM unit comprises an AES-128
encryption core and a control unit (controller). The upper
bound of 4096 units was selected based on routing limitations
observed during placement and implementation, particularly
due to the total wire count exceeding 1 million nets in the
largest configurations.

TABLE I: Comparison of FPGA Devices

Device Part LUTs (K) FFs (K) BRAM URAM DSPs
UssC xcu55c-fsvh2892-2L-e 1304 2607 2016 960 9024
U280 xcu280-fsvh2892-2L-e 1304 2607 2016 960 9024
VCUI118  xcvu9p-figa2104-2L-e 1182 2364 2160 960 6840
ZCU104  xczuTev-ffvcl156-2-¢ 230 460 312 96 1728
ZCU106  xczuTev-ffvcl156-2- 230 460 312 96 1728

B. Hardware Resource Utilization

Figure 3 illustrates the LUT utilization across different
FPGA platforms as the number of PIM units increases. On
high-end devices like U55C, U280, and VCU118, even the
4096-PIM configuration consumed only around 3.65% of the
available LUTS. In contrast, smaller devices such as ZCU104
and ZCU106 reported LUT utilization near 18.44% for the
same configuration, highlighting the impact of limited logic
capacity.

Figure 4 presents the flip-flop (register) usage. As with
LUTs, register consumption scales linearly with the number
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Fig. 3: The LUTs utilization percentage versus number of
PiMs (256-4096) on different FPGA devices.
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Fig. 4: The register utilization percentage versus number of
PiMs (256-4096) on different FPGA devices.

of instantiated PiM units. Larger FPGAs maintained sub-
2% FF utilization for 4096 PiMs, while ZCU-series devices
reached nearly 10%. These results confirm the modularity
and efficiency of the SPIME design, indicating that the per-
PiM overhead in both logic and control resources remains
consistent across platforms.

C. Latency Analysis

Latency was calculated as a function of the number of cycles
per AES operation and the operating frequency (Fmax). Each
AES operation requires a fixed 11-cycle sequence: 1 cycle for
initiation, 9 for AES rounds, and 1 for finalization. The latency
in microseconds is given by Equation 1:

Cycles t t task
Latency (us) = 1000 x ( ycles to execute one tas > "

f max

Figure 5 shows how latency inversely scales with clock
frequency. At 100 MHz, latency is approximately 0.11 g s,
reducing to 0.036 p s and 0.022 p s at 300 MHz and 500
MHz, respectively. This behavior confirms SPiMe’s suitability
for real-time applications, as its latency remains both low and
predictable.



D. Throughput Evaluation

Throughput was measured as the amount of encrypted data
(in bits) divided by latency. The throughput in Gbps is given
by Equation 2:

Block size - 106 @)
Latency (us)

Figure 6 shows the performance as the number of PIM units
increases, using a fixed block size of 1024 bits. Throughput
scales nearly linearly with PIM count, reaching over 23 Gbps
at 500 MHz with 4096 PIMs.

Figure 7 shows the effect of increasing the block sizes
(1K, 4K, 16K, 64K) at a fixed frequency and PIM count.
Larger blocks amortize control and I/O overhead, yielding
significantly higher throughput. The design performs best in
batch or buffered processing scenarios, which are common in
secure IoT edge devices.

Throughput (Gbps) = (
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Fig. 5: SPIME latency varies based on the Fmax while same
for all arrays of NUM_PIMs.

256 m512 1024 w2048 - 4096

THROUGHPUT (GBIT/S)

300
FMAX (MHZ)

Fig. 6: Throughput of 1024 block size with the NUM_PIMs
varies from 1K to 4K.

The results show that SPiMe efficiently scales up to 4096
PIMs with minimal LUT and FF overhead. The latency is
deterministic and low, ranging from 0.022 p s to 0.11 u
s depending on frequency. Throughput exceeds 25 Gbps in
optimal configurations, with consistent linear scaling. The
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Fig. 7: Throughput varies based on the block size while
maximum frequency and num_pims varies.

architecture remains portable across large and small FPGA
platforms with proportional resource usage.

V. CONCLUSION AND FUTURE WORK

This work presented SPIME, a scalable, lightweight AES-
based secure memory core tailored for FPGA-based Processor-
in-Memory (PiM) architectures. Implemented entirely in Ver-
ilog, SPIME integrates a PIM controller with an AES-128 core,
enabling parallel encryption with minimal control overhead.

Hardware Efficiency and Scalability: SPIME exhibits excel-
lent scalability across a range of FPGA platforms. On high-end
devices like the US5C and VCUI118, we instantiated up to
4096 parallel PiM units with under 4% resource utilization.
On smaller platforms (ZCU104/106), SPIME scaled down
effectively, maintaining low per-unit overhead. The design’s
modularity ensures adaptability from embedded systems to
datacenter-class accelerators.

Latency and Throughput: Each AES encryption completes
in a fixed 11-cycle sequence, resulting in predictable, constant-
time performance. At 500 MHz, latency drops to 0.022 ps.
Throughput scales linearly with the number of units and block
size, reaching over 25 Gbps at peak with 4K units. Larger
blocks significantly improve throughput efficiency by amor-
tizing control overhead, making SPiME suitable for secure
streaming and batched workloads like video analytics and edge
Al inference.

Robustness: No architectural bottlenecks were observed
across scale tests. FSM-based control and pipelining enabled
smooth operation, with routing congestion being the only
limitation at extreme scales—an issue addressable in ASIC
flows or future FPGAs with improved routing fabrics.

Future work includes full system integration with memory
and CPU coordination, dynamic workload adaptation, real
hardware benchmarking, and side-channel security validation.
Additionally, SPIME will be extended with high-level software
APIs to support broader adoption in edge and cloud-based
secure computing environments.

To conclude, SPiME is, to our knowledge, the first FPGA-
compatible, parameterizable PiM-based encryption core that



supports scalable parallel AES processing. Its modular design,
predictable performance, and low overhead make it a strong
candidate for secure, high-throughput processing in both edge
and cloud environments.
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