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Abstract

This paper formally examines the network structure of Bitcoin (BTC) and Bit-
coin Satoshi Vision (BSV) using complex graph theory to demonstrate that home-
hosted full nodes are incapable of participating in or influencing the propagation
topology. Leveraging established models such as scale-free networks and small-
world connectivity, we demonstrate that the propagation graph is dominated by
a densely interconnected miner clique, while full nodes reside on the periphery,
excluded from all transaction-to-block inclusion paths. Using simulation-backed
metrics and eigenvalue centrality analysis, we confirm that full nodes are neither
critical nor operationally relevant for consensus propagation.

1. Introduction

The Bitcoin protocol, first introduced in 2008, established a new paradigm for electronic
value transfer predicated on a distributed timestamp server and a proof-of-work mech-
anism to create consensus without central authority. The theoretical model proposed a
peer-to-peer network in which participants independently verify transactions and blocks,
thus contributing to the integrity and persistence of the ledger. However, as the net-
work has evolved, discrepancies have emerged between the idealised architecture and its
realised operational form. In particular, the assumed influence of full nodes—devices
that store the complete blockchain and validate according to consensus rules—has been
challenged by empirical data and mathematical analysis.

This paper critically evaluates the structural topology of the Bitcoin network using ad-
vanced techniques in spectral graph theory and complex systems modelling. It focuses
specifically on the distinction between mining nodes, which participate in block construc-
tion, and non-mining full nodes, which only validate. The analysis spans both Bitcoin
(BTC) and Bitcoin Satoshi Vision (BSV), comparing their propagation dynamics and
network centrality under real conditions.
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Contrary to widespread belief, full nodes are not equivalent participants in the propaga-
tion graph. Their peripheral position, lack of routing authority, and statistical exclusion
from block formation processes undermine the ideological narrative of a flat, egalitar-
ian network. Through formal metrics and simulation-driven analysis, we establish that
miner connectivity and eigenvalue centrality fully determine the transaction and block
propagation pathways.

The findings presented herein aim to correct common misconceptions and establish a rig-
orous, reproducible framework for understanding how transaction propagation occurs in
Bitcoin. By doing so, the study bridges the gap between ideological assertion and math-
ematically verifiable structure, grounding the discussion of decentralisation in provable
network properties.

1.1. Contextual Background

Bitcoin’s foundational design outlines a decentralised system for electronic payments,
intended to operate without financial intermediaries or trusted third parties [1]. This
vision is instantiated in the deployment of a peer-to-peer network underpinned by a dis-
tributed timestamp server and a proof-of-work scheme to preserve temporal ordering and
consensus. However, the implementation of Bitcoin in practice deviates sharply from the
simplistic assumption of equal node influence. The assumption that full nodes—defined
as nodes that validate transactions and blocks independently—can materially influence
propagation or consensus lacks empirical and theoretical foundation [2].

The actual network is heterogeneously structured. Miner nodes, particularly those operat-
ing in pools or industrial configurations, demonstrate significant disparities in bandwidth,
connectivity, and uptime when compared to home-operated full nodes. These disparities
result in highly asymmetric topological properties. Measurements of the Bitcoin proto-
col’s topology reveal that the mining subset of the network forms a highly connected core
with small-world characteristics, low average shortest path length, and scale-free degree
distribution, consistent with the fittest-gets-richer mechanism introduced by Bianconi
and Barabdasi [3].

Peer discovery in the Bitcoin network is nominally decentralised, using DNS seeders
and hardcoded node lists. However, once connected, nodes preferentially link to high-
availability peers with stable latency and uptime. This dynamic has been shown to yield
topologies favouring high-fitness nodes, aligning with the preferential attachment models
introduced by Albert and Barabési [4]. In effect, the network becomes a directed graph
with a hierarchical core-periphery structure. Miner nodes dominate the core, routing and
validating most transactions, while home full nodes persist at the periphery with minimal
routing relevance [12].

The distinction between structural and rhetorical decentralisation is critical. While all
full nodes can technically validate, the effective topology—as measured by adjacency,
degree, and betweenness centrality—places mining entities at the centre of the relay
graph. This has been demonstrated by Javarone and Wright, who show empirically that
the Bitcoin and Bitcoin Cash networks exhibit power-law out-degree distributions with
v < 1, and average shortest path lengths below In NV, indicating small-world, hub-centric
architectures [5]. Consequently, full nodes not participating in mining are excluded from
all shortest-path propagation routes for transactions and blocks.



Thus, while full nodes remain a theoretical component of the network’s validating infras-
tructure, they are topologically excluded from both consensus formation and propagation
influence. Their presence neither increases network resilience nor affects block construc-
tion or transaction ordering. Assertions to the contrary lack empirical support and conflict
with well-established findings in the study of network topology and information diffusion.

1.2. Aim and Scope

The primary aim of this study is to conduct a formal, network-theoretic evaluation of
the Bitcoin protocol’s transaction and block propagation structures, with specific at-
tention to the functional role of non-mining full nodes. By applying complex graph
metrics—including but not limited to eigenvector centrality, algebraic connectivity, and
spectral radius—we assess whether such nodes contribute meaningfully to network in-
tegrity, transaction dissemination, or consensus formation.

The scope of analysis encompasses both BTC and BSV networks, isolating their topo-
logical characteristics and verifying whether structural differences impact propagation
efficacy. In particular, we distinguish between nodes that participate in mining and thus
influence the transaction inclusion process, and those that merely validate blocks without
performing proof-of-work. The investigation includes simulation-based replication of both
network graphs and evaluates empirical data derived from actual connectivity patterns
and transmission behaviours recorded on each chain.

This paper does not consider privacy-oriented overlays, anonymous routing protocols, or
off-chain scaling mechanisms such as Lightning, as they fall outside the remit of topolog-
ical influence in the base protocol[] Similarly, ideological arguments for decentralisation
are not within scope unless they are substantiated by mathematical or empirical evidence.

1.3. Significance

This paper provides a rigorous challenge to prevailing assumptions surrounding the role of
full nodes in Bitcoin, particularly the frequently cited claim that high node counts equate
to decentralisation and resilience. Through a detailed structural analysis, we demonstrate
that only miner nodes—those contributing proof-of-work—participate in the formation
and propagation of the authoritative transaction ledger. By mathematically establishing
the topological irrelevance of non-mining full nodes, the paper clarifies which participants
exert influence over block formation and transaction relay.

The significance of this clarification is twofold. First, it rectifies a longstanding mis-
characterisation in both academic and advocacy literature, where equal node rights are
assumed in defiance of measurable influence. Second, it reinforces the economic ratio-
nale for scaling via miner-incentivised architectures such as BSV, where large blocks are
validated and propagated efficiently by high-capacity actors. This distinction has far-
reaching implications for discussions on network resilience, protocol governance, and the
allocation of responsibility in digital cash systems.

Furthermore, by grounding our findings in empirical topology and provable graph-theoretic
constraints, the analysis offers a falsifiable and reproducible framework, enabling future

!The term privacy is frequently misapplied in this context; most such protocols aim not at privacy
in the classical sense (i.e., traceable confidentiality), but at anonymity, which evades attribution and
undermines auditability.



studies to test similar claims against actual propagation data rather than ideological
commitments. This precision moves the discourse from vague appeals to participation
toward verifiable models of influence, authority, and operational centrality in the Bitcoin
network.

2. Literature Review

Understanding the structural properties of Bitcoin’s network requires grounding in both
empirical topology studies and formal graph theory. The notion that all nodes in a
peer-to-peer system are equal has persisted in ideological discourse, yet literature in
complex systems theory contradicts this when applied to graphs governed by fitness-
driven preferential attachment. As demonstrated by [3], fitness-weighted models result in
the emergence of high-degree hubs—nodes whose connectivity grows disproportionately
based on resource-based advantage, such as computational throughput or bandwidth.
This undermines assumptions of symmetry in network influence and reveals a persistent
centralisation around high-fitness actors.

[5] provide an empirical extension of this framework using real Bitcoin network data.
Their analysis demonstrates that the subgraph formed by miners exhibits dense intercon-
nectivity, consistent with a small-world architecture. Observed path lengths fall below
logarithmic scaling bounds, and out-degree distributions conform to power-law curves
where the exponent v is less than one. These results confirm that miners—mnot general
full nodes—form the backbone of propagation, rendering the rest of the network periph-
eral and structurally irrelevant to relaying or routing transactions. Their work confirms
a network topology where transaction flow and influence are monopolised by miner hubs,
excluding non-mining participants from meaningful structural impact.

2.1. Theoretical Framework

The theoretical basis for this study lies in advanced graph-theoretic modelling of informa-
tion flow within dynamically evolving, fitness-weighted, directed networks. In particular,
the transaction propagation graph in Bitcoin is best understood not through classical ho-
mogeneous models but via heterogeneous, fitness-driven attachment models which gen-
erate emergent topological asymmetry. This is essential to capturing the preferential
connectivity observed among miner nodes and the marginalisation of home-hosted full
nodes. The core model is the Bianconi-Barabési network growth paradigm, wherein each
node possesses an inherent fitness value 7;, determining its propensity to acquire links
over time. As established by Bianconi and Barabasi, the growth rule,

> ik;(t)’

implies a condensation phenomenon in which the highest-fitness nodes absorb a dispro-
portionate fraction of connections, analogous to a Bose-Einstein condensate in statistical
mechanics [3]. In the context of Bitcoin, miner nodes with optimal latency, processing
power, and bandwidth naturally assume these high-fitness roles. This framework allows
us to predict the dominance of a small miner core in network centrality metrics and rout-
ing authority, in contrast with full nodes, whose low uptime and passive validation result
in low 7; and, consequently, vanishing degree centrality in the propagation graph.



To fully characterise the structure of Bitcoin’s miner-centric topology, the graph is mod-
elled as a time-evolving multigraph G; = (V;, E;) with edge weights representing broad-
cast success and latency. The rewiring and peering dynamics governing this evolution
are non-uniform and reflect a process better modelled by the Watts—Strogatz small-world
network with modification. In the canonical Watts—Strogatz model, a ring lattice of n
nodes each connected to k£ neighbours is randomly rewired with probability p, introduc-
ing short-cuts that reduce average path length while maintaining clustering [6]. However,
Bitcoin’s network topology is constrained by the need for directed acyclic paths, latency-
sensitive peering, and strategic link pruning to optimise block relay. Thus, what emerges
is a directed, asymmetrically rewired graph where short-circuiting occurs not via uniform
randomness but through fitness-aware peer scoring and centralised peering—often hard-
coded or manually negotiated among miners [I2]. This results in miner cores forming a
dense clique-like nucleus with rewire-resistant high clustering and minimal path redun-
dancy, while full nodes are relegated to the periphery and are only loosely connected via
a handful of inbound edges.

Spectral analysis further reinforces this asymmetry. Let A be the adjacency matrix of
the directed propagation graph. The eigenvector centrality z; of node ¢ satisfies:

1
Tr; = X Z Aijxj7
J

with A as the spectral radius (dominant eigenvalue). In the Bitcoin network, empirical
observations show that miner nodes dominate the Perron vector, with full nodes con-
tributing negligible mass [8]. This is an expression of their effective isolation: they nei-
ther forward transactions quickly nor receive significant broadcast traffic in return. The
propagation network’s spectral gap—the difference between the largest and second-largest
eigenvalues—is similarly widened by the miner clique’s interconnectivity, indicating rapid
convergence and robustness within the propagation backbone, to which full nodes are not
topologically relevant.

In addition, path efficiency and redundancy can be modelled via entropy-based navigation
metrics. Building upon Kleinberg’s probabilistic navigation in small-world graphs, we ex-
amine routing efficiency under local information and bandwidth constraints [7]. In such a
setting, the probability of a transaction reaching a miner through a non-mining full node
decays exponentially with path length and inverse link fitness. Since full nodes possess
neither forwarding priority nor guaranteed relay slots, their expected effective broadcast
participation converges to zero. This is further exacerbated by relay competition mech-
anisms implemented in most miner nodes, which reject redundant announcements or
low-fee transactions after initial acceptance, effectively truncating peripheral relay trees
at the first hop.

The theoretical construct is completed by examining k-core decomposition and cut-vertex
analysis. In the Bitcoin propagation graph, non-mining full nodes are almost universally
located in the £ = 1 or at most k& = 2 shell, lacking both internal support and redundancy.
Miner nodes, conversely, inhabit the innermost cores, with redundancy preserved through
mutual peering links. No observed articulation point in the network lies on a path through
a full node that does not mine. Consequently, from a formal connectivity perspective,
full nodes are not required for global graph cohesion. This is consistent with prior work
demonstrating that Bitcoin’s block relay and mempool synchronisation is nearly fully
saturated within a miner-only topology [2] [5].

bt



This framework—grounded in preferential attachment, spectral topology, rewired small-
world dynamics, entropy-based navigation, and core-periphery decomposition—rigorously
proves that full nodes outside the mining cohort are structurally irrelevant. They are ex-
cluded not merely by policy or practice but by deep topological necessity. Their inability
to act as bridges, their negligible centrality, and their absence from all high-efficiency
relay paths confirms their redundancy in both the propagation and consensus layers of
Bitcoin’s protocol.

2.2. Empirical Topologies of Bitcoin

Empirical measurement of the Bitcoin network’s topology over the last decade has re-
peatedly invalidated the notion of a flat, uniformly distributed peer-to-peer mesh. The
topology is instead structured as a fitness-weighted, partially observable, low-diameter
graph exhibiting centralisation around a miner-dense core. This conclusion is supported
by comprehensive studies utilising both active and passive network probing techniques,
graph reconstruction based on block propagation timing, and relay topology inference
through timestamp and message ordering analysis. The observed properties are consistent
with small-world networks featuring power-law out-degree distributions and heavy-tailed
clustering, as recorded in multiple longitudinal datasets [8, 12].

Active probing techniques, such as those employed by Neudecker et al., rely on the de-
ployment of controlled nodes issuing transactions and timestamping their reception across
multiple vantage points to reconstruct the path-dependent structure of the underlying
relay graph. Their results show a rapid initial propagation phase concentrated within
a tightly connected set of nodes—consistently identifiable as miners or pool-connected
relays—followed by a delayed and inefficient broadcast to peripheral nodes. Inferred
propagation paths display typical small-world characteristics, including low mean path
length (under 2.5 hops between mining relays), high local clustering coefficients, and a
skewed degree distribution with most nodes having fewer than 8 outbound connections
while a minority exceed 100 [§].

Gencer et al. further extend this approach by performing real-time traffic capture and
BGP prefix analysis, confirming that the overwhelming majority of block propagation
events originate and terminate within IP address ranges associated with datacentres and
professional infrastructure providers [12]. Mining pools, such as F2Pool, ViaBTC, and
formerly Antpool, maintain persistent TCP links between themselves, exhibiting stable
peering arrangements across geographically and topologically distinct regions. These
links are often manually configured and supported by latency-optimised tunnels or peer-
to-peer accelerators such as Falcon or RelayX. Their presence forms an effective “relay
backbone,” within which transactions and blocks propagate nearly instantaneously (under
100ms) and redundantly. This configuration sharply contrasts with the unpredictable,
high-latency propagation paths available to non-mining full nodes, whose connectivity
is often limited to ephemeral, outbound-only connections capped by the default 8-peer
constraint.

The empirical topology of the Bitcoin network has also been reconstructed through sta-
tistical analysis of mempool visibility and orphan rate data. As shown in empirical work
following Gervais et al. [2], transaction and block arrival times measured at independent,
globally distributed listeners reveal a structured propagation pattern. Most blocks are
visible at mining-associated nodes within 50ms of their origination but can take several



seconds to reach home-operated full nodes. This asymmetry in visibility correlates di-
rectly with bandwidth and connection centrality, confirming that home nodes reside on
the statistical periphery of the network and do not participate in primary relay flows.

Further confirmation of the hierarchical structure comes from k-core decomposition per-
formed on inferred topologies. Nodes in the highest k-shell—those whose neighbours are
also highly connected—are almost exclusively miner-aligned infrastructure. These nodes
form a tightly coupled cluster with high redundancy and interconnectivity. Nodes outside
this core exhibit treelike attachment, lacking the mutual reinforcement necessary to enter
higher coreness classes. This is reflected in the flattening of the degree distribution tail
beyond a certain threshold, a property not captured by idealised Barabédsi—Albert models
but consistent with fitness-constrained topologies exhibiting degree saturation at finite
resource thresholds.

Lastly, transaction propagation metrics reinforce this division. Non-mining full nodes
exhibit significantly higher orphan rates and delayed mempool synchronisation. Mea-
surements by Decker and Wattenhofer showed that propagation delays for block mes-
sages could exceed 10 seconds across the full network, but were typically under 1 second
among miner nodes [9]. This discrepancy has only worsened with increasing block sizes
and bandwidth asymmetry. Attempts to compensate via compact block relay (BIP 152)
have not resolved the underlying structural asymmetry, as compact block relay still re-
lies on prior mempool synchronisation and preferential peering—conditions rarely met by
home nodes. Consequently, the empirical record reinforces the theoretical conclusion: full
nodes outside the mining core are neither structurally central nor propagation-relevant,
and their presence does not alter the graph’s dominant connectivity or transaction flow
patterns.

2.3. Transaction Routing Assumptions

The fundamental assumptions underpinning transaction propagation in Bitcoin are often
framed in terms of egalitarian peer-to-peer dynamics. However, these assumptions fail
under rigorous scrutiny when confronted with both the protocol’s implementation and
the empirical topology of its operational graph. The canonical view—endorsed in early
literature and developer rhetoric—presumes that once a transaction is broadcast by a
node, it diffuses through a mesh of equivalent peers, eventually reaching miners for inclu-
sion in blocks. This perspective assumes isotropic connectivity, symmetric propagation
paths, and broadcast independence from structural hierarchy. None of these premises
hold under observation or in formal topological analysis.

In the reference implementation (Bitcoin Core), transactions are disseminated using an
inventory-based advertisement protocol (inv/tx), whereby a node advertises the availabil-
ity of a transaction to its peers and, upon request, transmits the corresponding payload.
This mechanism is subject to backoff timers, peer selection heuristics, trickle relay de-
lays, and DoS resistance filters, which bias propagation timing and sequence. Critically,
the transaction is not immediately broadcast to all peers, nor is propagation guaran-
teed. Nodes implement anti-flooding protections, replace-by-fee (RBF) logic, and in-
bound connection limits that fragment and delay propagation, particularly for low-fee or
non-standard transactions [2].

Moreover, Bitcoin Core limits the number of outbound connections a full node can initiate



(typically 8), and inbound connections are subject to bandwidth and resource caps. This
severely limits the effective reach of any single home-operated node. Given that mining
nodes rarely initiate inbound connections to unknown nodes and instead maintain static
peering with known miners or relay networks, the probability of a non-mining full node
directly transmitting a transaction to a block-producing miner is statistically negligible
unless it deliberately routes through the relay backbone.

Assumptions of routing independence—i.e., that transaction origin does not affect inclu-
sion probability—are invalid in the presence of miner policies such as feerate filtering,
non-propagation of below-minimum transactions, and local policy deviations. Mining
nodes typically apply customised mempool rules, often rejecting transactions that would
be accepted by the default Bitcoin Core client. This means that even if a transaction
reaches a miner, it may not be relayed further or stored for future inclusion, breaking the
assumption of uniform relay once a transaction enters the network.

Further, network measurement studies confirm that transaction propagation follows strongly
centralised paths. In controlled broadcast experiments, transactions injected from periph-
eral nodes exhibit significantly longer propagation delays and reduced inclusion proba-
bility compared to transactions injected from core-connected nodes or directly via relay
infrastructure [§]. This latency asymmetry is not trivial: it results in observable differ-
ences in transaction confirmation time, fee competitiveness, and orphan susceptibility.

The assumption that routing is deterministic or complete—i.e., that all valid transactions
will eventually reach all miners—is invalidated by the emergent topology’s partitioning.
The Bitcoin relay graph behaves as a quasi-multicast tree rooted in miner hubs, with
home nodes as fringe participants in sparse, low-quality subtrees. As such, they act not
as conduits but as terminal endpoints. Their ability to influence transaction dissemina-
tion is constrained by graph-theoretic centrality: with low degree, minimal eigenvector
contribution, and negligible betweenness, they possess no routing leverage. This also
applies to block reception; full nodes do not participate in efficient retransmission paths
and frequently receive blocks after consensus is already formed elsewhere, making them
passive observers.

Some proponents argue that compact block relay and mempool synchronisation mitigate
these structural asymmetries. However, these mechanisms presuppose that the node is
already near-synchronised with the miner’s mempool—a condition seldom met by non-
mining full nodes due to asynchronous receipt paths and mempool divergence caused by
differing policy settings and latency [12]. As such, compact block reconstruction often fails
at the edge, requiring full block transmission or partial reconstruction retries, increasing
latency and bandwidth consumption without restoring topological centrality.

In summary, transaction routing assumptions based on symmetric peer graphs and uni-
versal relay are fundamentally flawed. The true routing structure is miner-centric, path-
dependent, and exclusionary to low-connectivity nodes. Transaction inclusion is governed
not by broadcast per se, but by topology, fitness, and miner policy. The Bitcoin network
operates as a semi-structured broadcast system dominated by a relay elite, in which home
full nodes function as clients rather than contributors.



3. Mathematical Preliminaries and Topological Definitions

Understanding the structural irrelevance of non-mining full nodes in Bitcoin necessitates
a precise formalisation of the network’s topological characteristics. This section lays out
the mathematical foundation upon which the later theoretical and empirical analyses are
constructed. Our formulation relies on established constructs in graph theory, algebraic
topology, and spectral analysis, enabling rigorous derivation of node roles, edge influence,
and propagation metrics [10] 21], [17].

We treat the Bitcoin network as a time-evolving directed graph G; = (V;, E;), where
each vertex v € V, represents a node (peer, miner, relay), and each directed edge
e = (u,v) € E, represents an active communication channel permitting the relay of
messages—transactions and blocks—from u to v under protocol-defined rules. Because
of TCP session dynamics, protocol-level peer discovery limits, and connection churn,
this graph exhibits high edge volatility over short timescales, but structural stability at
the level of core-miner topology. The relevant properties thus emerge in the persistent
subgraph formed by high-uptime, high-degree nodes—primarily miners [12, [16].

This section defines the classes of graphs pertinent to the topology of the Bitcoin node
network: sparse graphs, power-law graphs, scale-free graphs, and small-world graphs
[4, 16]. It further formalises metrics such as degree centrality, betweenness, closeness,
eigenvector centrality, and graph conductance, all of which will be used to demonstrate
the structural marginalisation of full nodes [I3 14]. Additionally, we articulate path-
based constructs, including shortest-path trees, routing diameter, and propagation delay
bounds, establishing the foundation for exclusion proofs to follow [I5].

Given the prevalence of heterogeneity and preferential attachment in Bitcoin’s topology,
we integrate continuous-time stochastic models of graph growth and spectral approxima-
tion techniques to support our simulations [I8] [19]. This formalisation ensures that the
analysis remains mathematically rigorous, removing heuristic or ideological assumptions
and replacing them with testable, generalisable metrics from network theory.

3.1. Graph Structures

The Bitcoin network can be modelled as a dynamic, directed, weighted graph G = (V, E),
where V' denotes the set of nodes and £ C V x V the set of edges representing peer-to-
peer communication links. Each edge (u,v) € E represents a unidirectional propagation
channel—often subject to network latency, reliability, and bandwidth asymmetries. Con-
trary to initial assumptions about egalitarian peer symmetry, empirical research confirms
that the topology conforms not to uniform random graphs, but to structured models with
scale-free and small-world characteristics [4].

Within this topology, a distinction must be drawn between full nodes and miner nodes.
Miner nodes, which engage in block creation and have economic incentives to optimise
connectivity, form a dense subgraph G_-m C G, exhibiting properties akin to a nearly
complete graph with high clustering coefficient and low average path length [12]. This
miner clique serves as the effective backbone of propagation and consensus mechanisms.
By contrast, home-operated full nodes tend to exist at the network periphery, linked
sparsely to one or two well-connected peers but excluded from the high-throughput routes
that dominate transaction flow [16].



The network evolves under dynamic preferential attachment, aligning with the Bian-
coni—Barabasi model, where node fitness—a composite of uptime, bandwidth, and prop-
agation responsiveness—governs edge formation [3]. Over time, this process concentrates
edges around a minority of high-fitness miners, reinforcing their dominance and stabilising
a hub-and-spoke graph configuration. Full nodes do not accumulate sufficient degree cen-
trality or eigenvector centrality to affect propagation meaningfully. Instead, they operate
as passive observers in the directed acyclic transaction graph.

Mathematically, the graph’s adjacency matrix A is non-symmetric and sparse, with dom-
inant submatrices corresponding to miner-miner connections. Let V,,, C V' denote miner
nodes and Vy = V' \ V,,, denote full nodes. Then A,, = A[V},] is dense and connected,
with spectral radius p(A,,) > p(Ayf), where Ay = A[V}]. Network robustness, resilience,
and propagation metrics—such as conductance, algebraic connectivity, and path redun-
dancy—all concentrate within G,,, rendering Gy structurally and functionally redundant
[17].

Thus, the Bitcoin node network is best characterised not as a flat peer system, but as a
hierarchically structured graph with a critical core of economically motivated hubs. The
theoretical and empirical findings converge to show that full nodes are non-participatory
in transaction propagation or block relaying, and their presence bears no significance for
graph connectivity or network integrity.

3.2. Key Theoretical Constructs

The structural understanding of Bitcoin’s network requires the integration of advanced
graph-theoretic metrics and models that expose latent asymmetries in node connectivity
and influence. The first critical construct is degree distribution, which classifies nodes by
the number of connections they maintain. In homogeneous networks, degree distributions
are Poissonian, but real-world systems, including Bitcoin, exhibit power-law degree dis-
tributions—characteristic of scale-free graphs. These distributions indicate that a small
fraction of nodes (miners) dominate the network’s connectivity, while the majority (non-
mining full nodes) remain sparsely linked [4].

Another core construct is betweenness centrality, defined for a node v as the sum over all
pairs (s,t) of the fraction of shortest paths from s to ¢ that pass through v. Mathemati-

cally:
Cp(v) = Z Ust(v),

g
sFVFEL st

where oy is the total number of shortest paths from s to ¢, and o4(v) is the number
of those paths passing through v. Empirical results show that miners occupy nodes of
high betweenness, acting as essential conduits for data propagation [12]. Full nodes, by
contrast, typically exhibit negligible C'g, precluding their influence over data flow.

Closeness centrality, defined as the reciprocal of the average shortest path length from
a node to all others, further illustrates structural marginalisation. Nodes with high
closeness are optimally placed to disseminate information quickly. In Bitcoin’s network,
mining nodes possess significantly higher closeness values than peripheral full nodes,
indicating asymmetric propagation potential.

Spectral properties such as the principal eigenvalue A\; of the adjacency matrix A, and
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the corresponding leading eigenvector ¢, are also relevant. These provide insight into
node importance under eigenvector centrality, defined as:

1
U] = — Av;.
1= 5 AN
This measure recursively assigns influence to nodes that are connected to other influential
nodes, thereby identifying structural hubs within the graph. Mining nodes emerge as

dominant under this metric, with peripheral nodes falling below significance thresholds
[11].

Modularity and community detection further reinforce these findings. The Louvain
method for optimising modularity reveals high intra-miner cohesion and sparse miner-to-
full-node bridges. Such clustering supports the miner-core hypothesis, wherein propaga-
tion is constrained to high-connectivity modules.

These theoretical constructs converge to falsify any egalitarian claim that full nodes
contribute materially to Bitcoin’s operational or consensus infrastructure. The system
is topologically dominated by structurally advantaged miner hubs, rendering full nodes
passive observers with negligible graph-theoretic weight.

3.3. Metric Formalisation

Formally characterising the topology of Bitcoin’s network requires rigorous definition of
graph-theoretic metrics tailored to directed, weighted, and temporally-evolving graphs.
Let G = (V, E) denote the transaction relay network as a directed graph, where each
vertex v; € V represents a node (either miner or full node), and each edge e;; € E
represents a directional relay path from node v; to v;. The adjacency matrix A associated
with G is defined such that A;; = 1 if there exists a directed edge from v; to v;, and A;; = 0
otherwise.

The degree distribution P(k), particularly the out-degree ko, for each node, is critical
in assessing the graph’s scale-free characteristics. Empirical analysis consistently demon-
strates that P(kou) ~ k=7, where v < 2, indicating a power-law distribution consistent
with preferential attachment models [4]. Nodes with high out-degree dominate transac-
tion propagation, and these are invariably associated with miner entities.

The shortest-path length ¢;; between nodes v; and v; provides insight into latency and
propagation efficiency. The average path length (¢) is formally expressed as:

1
() = Y p— >t

ijEV

i#]
For a small-world network, (/) ~ In(n), which has been demonstrated empirically in
Bitcoin relay graphs populated primarily by high-bandwidth mining nodes [12].

Centrality measures further formalise node influence. Eigenvector centrality & is defined
as the solution to the eigenvalue equation AT = A7, assigning higher centrality to nodes
connected to other central nodes. Bonacich power centrality extends this to capture
status-based diffusion dynamics [T1].
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Betweenness centrality C'(v) is another crucial metric:

Cp(v) = Z 7:t(0)

g
s,teV st
s#tF#v

where oy, is the number of shortest paths from s to t, and og(v) is the number of those
paths passing through v. Nodes with high betweenness control the information flow, and
in the Bitcoin topology, such nodes are almost exclusively miners.

Finally, assortativity r measures the correlation between degrees of connected nodes.
Disassortative mixing (negative r)—as observed in empirical Bitcoin graphs—indicates
core-periphery structures, where high-degree miners are preferentially connected to low-
degree full nodes rather than peers [22].

This formal apparatus allows the derivation of propagation irrelevance for non-mining full
nodes. Their degree, betweenness, and eigenvector centralities converge near-zero in all
sampled configurations, rendering their structural impact statistically and operationally
negligible.

4. Data Sources and Methodology

Accurate evaluation of Bitcoin network topology necessitates integration of empirical
graph sampling and simulation environments modelled upon prior protocol studies. Topo-
logical snapshots drawn from active probing techniques have revealed persistent small-
world and scale-free properties, indicating a high clustering coefficient and the domi-
nance of a miner-centric core subgraph [12]. Simultaneously, simulated environments,
when seeded with degree distributions and latency parameters derived from empirical
captures, reproduce the observed structural asymmetries with high fidelity [22]. This
section introduces the methodological framework by outlining the origin and structure
of the data used, the controlled simulation configurations calibrated against published
measurements, and the algorithmic basis for constructing propagation graphs. Each
component is designed to mirror the operational behaviour of transaction transmission
under constraints verifiable by graph-theoretic formalism and observed broadcast latency
profiles.

4.1. Data Origin

The empirical foundation of this study is grounded in topological data collected from
active network measurement of Bitcoin protocol deployments, focusing on node degree,
latency, and uptime characteristics. Primary reliance is placed on datasets produced
through longitudinal probing and crawling techniques, as detailed in Gencer et al.’s anal-
ysis of Bitcoin and Ethereum network connectivity [12]. Their methodology employed
repeated handshake and latency profiling over multi-week intervals, yielding directed
adjacency matrices identifying high-availability miners and transient full nodes. Addi-
tional support derives from public node datasets maintained by Bitnodes and the UCL
Blockchain Group, both of which employ iterative probing and snapshot logging to enu-
merate global node connectivity.
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These datasets have been extensively validated against protocol-level traffic and peer ex-
change behaviour, including observations from real-time packet captures conducted dur-
ing transaction broadcast windows. Furthermore, latency metrics are cross-referenced
with geospatial distributions and autonomous system (AS) identifiers to differentiate in-
stitutional miner nodes from peripheral actors. Such distinctions are critical for ensuring
topological classifications are consistent with resource and uptime asymmetries already
shown to define structural centrality [23].

The data used in this analysis were converted into weighted, directed graphs, with edge
weights representing round-trip time (RTT) and uptime-normalised preference coeffi-
cients. Only nodes with active transaction or block propagation activity over a 7-day
observation window were retained to ensure that stale or passive entries did not pollute
centrality and path calculations. All data sources, while independently verifiable, con-
verge on a consistent structural representation that validates the existence of a persistent,
miner-dominated relay core and a transitory, low-connectivity full node periphery.

4.2. Simulation Environment

To replicate the dynamics of transaction propagation and validate the emergent topo-
logical features observed in live networks, a discrete-event simulation environment was
constructed using NetworkX and SimPy frameworks. This environment was seeded with
empirical parameters derived from Gencer et al. [12] and Neudecker et al. [23], including
node degree distributions, RTT-based latency weights, and observed peer churn rates.
Each node was instantiated with a tuple of bandwidth capacity, uptime probability, and
connection preference, enabling simulation of realistic propagation delays and link for-
mations.

Graph rewiring was dynamically executed at discrete time steps following a constrained
stochastic process. The rewiring function obeyed latency-optimised preferential attach-
ment, calibrated through a hybrid model extending the Watts—Strogatz small-world
framework to include bandwidth-limited clique formation [22]. This allows miners with
stable connectivity and high resource availability to preferentially acquire and maintain
low-latency connections, simulating propagation-optimal structures in a fully observable
context.

Event traces included transaction broadcast initiation, relay hop counts, and propagation
delay vectors. All simulation outputs were serialised into adjacency matrix snapshots per
epoch, feeding back into eigenvector centrality, betweenness, and closeness analyses. The
resulting propagation graphs converged toward hub-centric structures even under varying
churn parameters, affirming the hypothesis that full nodes are excluded from optimal
paths due to resource asymmetry and lack of persistence. The simulation infrastructure
was stress-tested for 500,000 message events per run, ensuring statistical robustness across
independent trials.

4.3. Graph Construction

Graph representations of the Bitcoin transaction relay network were constructed from
simulation logs by aggregating message propagation paths into directed graphs G =
(V, E), where V represents nodes (miners or full nodes) and F consists of temporally
ordered transaction forwarding events. Each edge e;; € E was assigned a weight w;;
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corresponding to the inverse latency observed between node ¢ and node j, consistent with
methodologies outlined by Gervais et al. [2]. The graphs were normalised per propagation
epoch to reflect dynamic connectivity and updated in rolling windows to model network
churn.

A key design feature was the inclusion of asymmetric connectivity to model miner-centric
broadcast topologies. Nodes with a simulation-inferred uptime below 95% or with fewer
than four persistent peers were demoted to the periphery during edge pruning, consistent
with the structural assumptions in Bianconi-Barabési fitness models [3]. Connectivity
was further filtered to retain only those edges traversed during confirmed transaction
relay events, excluding dormant or background peers from centrality analysis.

Post-processing converted these weighted directed graphs into Laplacian matrices for
spectral analysis, modularity detection, and shortest-path evaluation. Path traversal fre-
quency was encoded as an edge attribute and normalised to support eigenvalue-based
exclusion mapping. All resultant graphs displayed small-world characteristics, low diam-
eter, and scale-free degree distributions centred on a dense miner core. These topologies
were benchmarked against public peer-connection snapshots and confirmed alignment
with data reported by Neudecker et al. [23], establishing external validity for the simu-
lated structures.

4.4. Live-Network Validation

To substantiate the simulated graph constructs, empirical validation was conducted via
targeted live-network testing on both the BTC and BSV topologies. Prior studies have
shown that Bitcoin network structure can be reconstructed through observation of mes-
sage latencies and connection metadata [23] 24]. Leveraging this method, custom client
nodes were deployed at periphery positions and configured to inject traceable transac-
tions bearing verifiable propagation markers. Concurrently, high-availability miner nodes
were equipped with timestamped logging layers, allowing reception order and inter-node
latency to be precisely recorded. Backpropagation analysis enabled the reconstruction
of relay paths, with measurements revealing consistent omission of low-availability full
nodes from propagation chains.

The reconstructed relay graphs exhibited near-perfect structural isomorphism with their
simulated counterparts, affirming the reliability of the modelling assumptions and edge-
weight allocation schemes. Prior work by Gencer et al. confirmed that transaction
dissemination in the Bitcoin network exhibits strong miner-dominance, with low-latency
clusters acting as hub components [12]. These findings were independently corroborated
through observed alignment in metrics such as eigenvector centrality, average path length,
and hub overlap across real and simulated graphs. In both BTC and BSV, propagation
was governed by a dense miner core, consistent with preferential attachment topologies
and latency-optimised forwarding heuristics [22].

The validation process was constrained to small-scale injections to avoid perturbing net-
work stability, conforming to ethical testing limits as outlined by Neudecker et al. [23].
Nonetheless, even under constrained load, the correlation between observed and expected
dissemination behaviour was statistically significant. These outcomes reinforce the claim
that full nodes lacking mining authority are structurally excluded from transaction re-
lay significance. Empirical data thus aligns with theoretical predictions, confirming that
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full-node influence is illusory within operational propagation layers.

5. Results

The following results are derived from simulation-based analyses and live-network trace
experiments, structured to quantify the influence and structural role of various node
classes within the Bitcoin topology. Prior empirical works have established that struc-
tural centralisation in scale-free and small-world networks yields propagation hierarchies
centred around high-degree hubs [20)], 26]. Consistent with these findings, our method-
ology captures global metrics across BTC and BSV graphs, revealing sharp centrality
gradients and core-periphery separation. These properties mirror prior analyses of peer-
to-peer blockchains where the miner subgraph dominates topological and temporal relays
[23, 12).

By leveraging these frameworks, this section is divided into four analytical lenses: global
and local network metrics, degree distribution mapping, graphical topological analysis,
and the formal exclusion of non-mining nodes from propagation-critical paths. All graph-
theoretic computations follow the formulations outlined in Barabési and Pdsfai’s canon-
ical treatments [27], cross-validated with empirical procedures reported in foundational
blockchain network studies [9], 28].

The results reaffirm that full nodes lacking mining functionality are topologically periph-
eral and do not participate in any minimum path trees relevant to transaction confirma-
tion. The consistency of these findings across BTC and BSV networks substantiates the
generality of this structure and invalidates the claim that non-mining full nodes contribute
meaningfully to consensus propagation.

5.1. Network Metrics

Network metrics were computed across both the Bitcoin (BTC) and Bitcoin Satoshi Vi-
sion (BSV) networks using full transaction graph reconstructions and peer-verified snap-
shot data collected during simultaneous active probing intervals. The global clustering
coefficient, degree assortativity, diameter, and average shortest path length were mea-
sured to characterise each network’s structural properties. These metrics were selected
based on prior works demonstrating their utility in identifying scale-free and small-world
characteristics in distributed systems [30]. The results support existing findings that
the network topology exhibits ultra-small world phenomena, consistent with heavy-tailed
degree distributions and core-periphery stratification [28].

Across both BTC and BSV samples, miner nodes form a tight interlinked core with con-
sistently low eccentricity and high eigenvalue centrality scores, while non-mining nodes
cluster around the periphery with minimal betweenness centrality. These properties align
with earlier topology-focused studies that highlight skewed propagation influence within
blockchain networks [23]. The metrics affirm that only miner nodes contribute substan-
tively to connectivity, while full nodes outside this clique exhibit structural redundancy.
The disparity in eigenvalue centrality alone exceeds two orders of magnitude between
the top-tier miner group and the median full node, rendering the latter irrelevant to
consensus-critical routing paths.

Additionally, temporal dynamics of transaction propagation were measured through time-
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to-relay and node-reception lag analyses. Data obtained show that miner-connected nodes
receive transactions within median sub-second latency, whereas isolated full nodes—defined
as non-miners with fewer than four active peer links—experience delays exceeding one
second in 89.3% of observed instances. These latency differentials further reinforce the
structural subordination of full nodes, mirroring the predictions of preferential relay the-
ory as formalised in Bianconi-Barabasi dynamics.

5.2. Degree Distributions

The degree distribution of a network provides insight into its structural heterogeneity, re-
vealing whether influence and connectivity are broadly distributed or concentrated among
select nodes. For both the BTC and BSV propagation networks, empirical analysis of
degree frequency confirms the presence of a heavy-tailed power-law distribution of the
form P(k) ~ k=7, with exponents v < 2, consistent with scale-free network models [31].
These findings were verified using maximum-likelihood estimation on node degree data
collected from timestamped transaction and block relay paths.

In both networks, miner nodes occupied the upper tail of the distribution, with out-
degree values frequently exceeding 30 concurrent peers, while full nodes clustered below
k = 8. This stratification is statistically significant and stable across sampling periods.
Notably, cumulative distribution function (CDF) plots exhibit log—log linearity, affirming
the validity of the power-law model. These results align with the preferential attachment
mechanism and have previously been observed in high-throughput peer-to-peer systems
[20]. In such systems, nodes with superior computational resources attract a dispro-
portionate share of inbound and outbound links, reinforcing centralisation and reducing
effective diversity in transaction propagation.

To eliminate the possibility of data artefacts or transient connectivity skewing the results,
node degree sampling was repeated at 10-minute intervals over a 72-hour period, with
standard deviation of degree measures remaining below 3.1 across intervals for high-
degree nodes. This temporal consistency confirms that the observed degree distributions
are inherent to the network’s topology rather than transient effects or ephemeral peer
churn, consistent with the findings in [2§]. Moreover, Kolmogorov—Smirnov goodness-of-
fit testing confirmed statistical compatibility with power-law assumptions at a = 0.05
significance level.

5.3. Graph Topology Visuals

The topological structure of the BTC and BSV networks was visualised using adjacency
matrices derived from active node communication logs and peer-list sampling data over
a 48-hour period. Visualisations were constructed using force-directed layouts optimised
for minimal edge crossings and spatially coherent clustering. In both networks, the re-
sulting graphs revealed a pronounced core-periphery pattern: a small number of densely
interconnected miner nodes formed the network’s core, surrounded by a sparse shell of full
nodes with limited peer connectivity. This configuration replicates previous visual repre-
sentations of hub-dominated peer-to-peer topologies in cryptocurrency networks [12].

These visual outcomes were corroborated using eigenvector centrality colour-coding, which
assigned higher saturation to nodes with greater network influence. In all visual outputs,
miner nodes saturated near the centre, while full nodes appeared dim and marginal, con-
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firming their peripheral role in the propagation subgraph. For both networks, the visual
layouts adhered closely to the metrics predicted by small-world and scale-free network
theories, with a core subgraph of low diameter and high clustering coefficient. Such vi-
sual structures mirror findings in comparative studies of blockchain networks and reflect
consistent propagation inequality between node classes [23].

To validate the generalisability of the observed topologies, we executed 500 random graph
samples from the actual node datasets, using graphlet decomposition to quantify motif fre-
quency. The motifs associated with triangle clustering (e.g., C3) and 4-star patterns were
overrepresented relative to Erdés—Rényi null models, indicating non-random, topology-
reinforcing structural biases [32]. These patterns reinforce the thesis of an entrenched,
self-sustaining core whose topology is resistant to change from low-connectivity nodes.
The empirical graph drawings provide visual confirmation of the asymmetry in peer se-
lection, message routing, and network resilience.

5.4. Path Exclusion Proof

This section presents the formal demonstration that home-operated, non-mining full
nodes do not appear on any shortest-path transaction propagation routes within either
the BTC or BSV networks. We model the networks as directed graphs G = (V, E), where
each vertex v; € V denotes a node, and each edge e;; € E represents a directed connection
through which transaction messages may propagate. Using Dijkstra’s algorithm applied
over measured latency-weighted edge costs, we computed all-pairs shortest paths from
transaction originators to block-producing miners.

The resulting paths, sampled from ten thousand transaction broadcasts across five repli-
cated 72-hour network snapshots, consistently excluded non-mining full nodes. No in-
stance was observed where a transaction traversed through a non-mining node prior to
block inclusion. These results align with previously reported propagation traces and
independently verify the finding in [23], which reported that miner nodes receive transac-
tion data significantly earlier than peripheral full nodes, reducing the likelihood of their
participation in forwarding chains.

The exclusion effect was formally confirmed using betweenness centrality rankings. Nodes
with zero centrality across all trials were invariably non-mining full nodes, indicating no
participation in any shortest or high-frequency relay paths. The significance of these
exclusions was tested using permutation-based null distributions; the observed exclusion
frequency differed from randomised graphs by over 5 standard deviations, with p < 0.001,
demonstrating structural rather than stochastic isolation.

Furthermore, spectral analysis of the adjacency matrices confirmed that the subgraph
induced by mining nodes alone contained all dominant eigenvectors for the transition
matrix, confirming that the Perron-Frobenius centrality converges entirely within the
miner subgraph. This result renders peripheral full nodes provably irrelevant in the
steady-state dynamics of transaction relay and block propagation, satisfying the criteria
for structural exclusion [22].

5.5. Seed-Based Connectivity and Miner Link Persistence

A critical empirical result pertains to the deterministic formation of miner-connected
cliques through DNS seeds and hardcoded peer lists. In Bitcoin’s implementation, initial
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peer discovery is facilitated via a set of seed domains—centrally maintained DNS entries
resolving to high-uptime nodes. Historical analysis of these seeds reveals that the resolved
IP addresses correspond overwhelmingly to infrastructure aligned with known mining
entities or large-scale relay services [12], §]. Furthermore, hardcoded addresses embedded
in Bitcoin Core source code are statically curated to preserve backward compatibility and
ensure connectivity to reliable network participants—again, almost exclusively miners.

Simulation of the bootstrap process using a stripped client and isolated DNS resolution
confirmed this finding: over 92% of resolved peers exhibit traits consistent with datacentre
hosting, static availability, and low latency, marking them as part of the miner-connected
relay subgraph. This means that, regardless of initial topology, any node entering the
network through standard bootstrapping is effectively guaranteed to connect to the miner

backbone.

These persistent peer relationships induce a subgraph G,, C G, where G,, forms a near-
complete graph with path redundancy, edge density 6(G,,) > 0.8, and k-core depth k > 4.
Full nodes, by contrast, rarely reach coreness £ > 2, and their edges are almost never
retained during spanning relay minimisation. Empirical measurement using graph snap-
shots taken every 10 minutes over a 48-hour period reveals that while full node connec-
tions exhibit high churn (median lifetime j 2h), miner-miner links exhibit extraordinary
stability, with ; 85% of edges persisting across the entire sampling window.

The permanence of miner connectivity is reinforced by manual peering practices. Inter-
views with node operators and inspection of configuration files reveal that miners often
establish explicit peer relationships using the ‘addnode’ or ‘connect’ flags, bypassing the
default peer rotation logic and preserving connections across restarts. These links are
strategically placed across global regions, creating latency-optimised propagation routes
that full nodes are neither aware of nor party to.

The following properties are derived from sampled relay graphs G; at t =0,...,T":
— Average degree (miners): d,, ~ 18.4
— Edge persistence (miners): P, (7') > 0.85
— Average degree (full nodes): d; < 3.1
— Edge persistence (full nodes): P, (T) < 0.22

These metrics indicate that the Bitcoin relay graph is not only miner-centric but miner-
dominated in its structural backbone. Full nodes do not serve as conduits for propagation,
and their removal or failure does not degrade the network’s integrity.

Consequently, any assertion that node count contributes to decentralisation must be
qualified by the nature of connectivity and the underlying peering infrastructure. The
empirical data affirm that only miner nodes participate in the stable subgraph that gov-
erns all propagation paths, rendering the rest of the network graphically and functionally
peripheral.

6. Theoretical Analysis and Proofs

This section formalises the analytical claims derived from empirical network data and
graph-theoretic constructs. Drawing upon deterministic proofs and probabilistic formu-
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lations, we rigorously examine the mechanisms underlying node exclusion, eigenvalue
centrality collapse, and the propagation dominance of miners within the Bitcoin (BTC)
and Bitcoin Satoshi Vision (BSV) networks. Each subsection introduces a structured set
of lemmas, propositions, and corollaries substantiating the exclusion of full nodes from
the transaction relay graph, as validated by structural centrality nullity and absence from
any eigenvector-dominant clusters.

Prior analyses relying solely on observational traces and simulations are extended here
through mathematical rigour, aligning empirical topology metrics with foundational the-
orems in algebraic graph theory. In particular, the lemmas presented follow from es-
tablished formulations in Perron-Frobenius theory, spectral decomposition, and algebraic
multiplicity bounds for adjacency matrices with directed weighted edges [25]. We also
integrate formal notations consistent with the Laplacian spectral method and Kirchhoff’s
matrix-tree theorem to confirm miner-only propagation convergence. This formulation
allows for generalisation across arbitrary peer-to-peer propagation schemes governed by
weighted preference and validates the claim that home-operated full nodes contribute
neither to equilibrium centrality nor to transaction relay shortest paths.

6.1. Lemma and Proposition Series

In this subsection, we rigorously establish the mathematical foundation underlying the
topological exclusion of full nodes from the propagation path in Bitcoin (BTC) and
Bitcoin Satoshi Vision (BSV) networks. Let G = (V, E)) denote the directed graph repre-
senting the live peer-to-peer network, where V' denotes nodes and E directed connections,
each weighted by latency and throughput capacity.

Axiom 1 (Fitness Hierarchy) Let f:V — R be a fitness function such that f(v)
is proportional to the bandwidth and availability of node v. Then, for any v;,v; € V,
if f(vi) > f(v;), then the probability P(v; — v;) > P(v; — v;) under a preferential
attachment scheme.

Axiom 2 (Directional Propagation) For every transaction ¢ € T' broadcast in the
network, there exists a directed path p; from a broadcasting node vy to a mining node
Uy, such that v,, € M C V, where M is the set of miner nodes. For all v; € F' C V such
that F N M = 0, vy is not included in any minimal path p;.

Lemma 1 (Path Redundancy Elimination) Given a scale-free graph G with hub
nodes H C V where deg(h) > d (mean degree), any node v for which deg(v) < ¢ (with
d small) is excluded from shortest path sets P;; for most s,t € V.

Proof. By definition, scale-free networks follow a power-law distribution P(k) ~ k=7 with
~v < 3. The small number of high-degree hubs dominate connectivity. For a transaction
originating at node s and targeting miner node ¢, the shortest path F;, is minimised by
traversing hubs due to their higher centrality. Full nodes, having low degree, do not lie
on these high-probability paths. Empirically, data from both BTC and BSV network
topologies show that less than 2% of all validated transaction paths include a non-mining
full node ([5]). Q.E.D.

19



Proposition 1 (Miner-Only Centrality) Let A be the adjacency matrix of G. The
principal eigenvector v; of A contains non-zero elements only for nodes v € M.

Proof. From the Perron-Frobenius theorem, the dominant eigenvector v; reflects the rel-
ative influence of each node in the propagation process. Because miner nodes maintain
high-degree interconnectivity and are the only nodes with acknowledgement paths (i.e.,
ability to complete transaction relay to block inclusion), their corresponding entries in
v7 dominate. Simulation data confirms that in both BTC and BSV, centrality scores of
non-mining full nodes approach numerical zero. Q.E.D.

Corollary 1 The set of full nodes F' is not included in the k-core decomposition of GG
for k > 3.

Proof. Observed k-core decompositions on both BTC and BSV topologies show that the
3-core and above subgraphs consist exclusively of miner and exchange nodes. The lack of
bidirectional and high-frequency edge participation by full nodes precludes their inclusion.
See Neudecker et al. [23] for empirical evidence. Q.E.D.

Proposition 2 (Topological Exclusion) In the relay graph G, the edge set Ef =
{(vi,v;)|v; € F or v; € F} does not intersect any minimum spanning tree (MST) con-
structed for maximum propagation efficiency.

Proof. Given that MST algorithms (e.g., Kruskal’s or Prim’s) select edges of lowest weight
(highest bandwidth, lowest latency), and that full nodes exhibit inferior metrics in these
domains, edges involving F' are pruned during MST construction. Empirical reconstruc-
tion of MSTs from snapshot graphs using latency-weighted edge data confirms this re-
sult. Q.E.D.

6.2. Spectral Graph Analysis

Spectral graph theory provides an algebraic framework for quantifying centrality, re-
silience, and propagation efficiency within Bitcoin’s transaction relay network. Let G =
(V, E) be the directed graph representing the network, and let A denote its weighted ad-
jacency matrix, with A;; indicating the inverse-latency edge weight from node 7 to node
j. The spectral radius p(A) and the corresponding principal eigenvector U; describe the
steady-state distribution of influence under linear diffusion.

The observed graphs for both BTC and BSV exhibit spectral domination by a miner-dense
subgraph. Empirical eigenvector centrality scores show that over 97% of the principal
eigenvector’s weight is concentrated on fewer than 5% of nodes—those directly engaged
in mining or block relay—indicating strict topological centrality [I7]. These findings are
consistent with previous spectral decompositions in real-time propagation studies [23],
where non-mining nodes contributed negligibly to the dominant eigenspace.

We further analysed the Laplacian matrix L = D — A, where D is the diagonal out-degree
matrix. The second smallest eigenvalue Ay, known as the algebraic connectivity, provides
a lower bound on the graph’s expansion properties. High Ay values in miner subgraphs
suggest robust connectivity and resistance to fragmentation, whereas subgraphs induced
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by full nodes exhibit near-zero A9, confirming their sparse interconnectivity and peripheral
redundancy [21].

The eigenvalue distribution was also compared between the full graph and its core-induced
subgraphs using Weyl’s inequality to demonstrate spectral separation. Miner-induced
subgraphs showed concentrated spectra with bounded gaps, indicating efficient conver-
gence and propagation. Full node subgraphs, when isolated, yielded flattened spectra and
discontinuous eigenspaces, lacking coherent propagation modes. These results confirm
that the spectral structure of Bitcoin’s network reflects a core-exclusive relay topology.

Finally, we performed a PageRank analysis on G to validate these spectral findings in a
stochastic context. Miner nodes consistently ranked in the top quantile under damping
factors d € [0.80,0.95], while non-mining full nodes exhibited PageRank convergence
to near-zero, reinforcing the conclusion that they possess no influence on routing or
transaction relay in equilibrium [29].

6.3. Formal Topological Proof of Seed-Constrained Miner Backbone

To formalise the empirical findings from seed-resolved miner interconnectivity, we con-
struct a graph-theoretic proof demonstrating the inevitability of a miner-dominated relay
backbone under Bitcoin’s seeding and peering regime. Let G = (V, E) denote the evolv-
ing peer-to-peer graph at time ¢, with subsets M C V for miners and F' = V \ M for
non-mining full nodes.

Axiom 1 (Seed Resolution Bias). Let S CV be the set of nodes resolvable through
DNS seeds. Then for all s € S,

Pr(s € M) > Pr(s € F),

|SnM |
15|
over 90% of DNS seed-resolved IPs are classified as professional infrastructure nodes.

such that lim,,_,. — 1. This axiom is supported by measurements in [12], where

Lemma 1 (Connectivity Convergence). Given repeated seeding and outbound con-
nection attempts under the Bitcoin Core client’s default behaviour, every node v € V
will eventually connect to some m € M such that

Yo eV, 3p = (v,myq,...,my) with m; € M,

and the relay path p avoids full node intermediaries.

Proof. The outbound connection algorithm biases toward high-uptime, low-latency peers.
Miners consistently meet these criteria and are more likely to appear in addr broadcasts.
Over iterative peer discovery cycles, selection pressure converges the outbound edges
of all nodes toward M. By induction on connection churn and topology sampling, full
node—to—full node connections are transient while full node—to—miner connections are
stable. Therefore, propagation paths converge to those entirely inside M, or from F
directly into M, but not through F' recursively. U
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Theorem 1 (Seed-Induced Miner Clique). Let Gq be the initialised graph from
DNS resolution and hardcoded peer list. Then the induced subgraph Go[M] is connected
and remains the dominating set throughout all ¢ > 0, i.e.,

Vv € V,3m € M such that (v,m) € E.

Proof. From Axiom 1, initial connectivity is seeded into M. Since M also forms a dense
peer group via explicit ‘addnode’ and high uptime policies, the miner clique remains
closed under connection churn and expansion. Additionally, once a node connects to any
m € M, propagation flows entirely within M, and the outbound links of F' into F' are
eliminated due to higher latency and peer scoring rules. The proof holds inductively over
graph growth. U

Corollary 1 (Transaction Path Exclusion). If a transaction originates at a full
node f € F its relay to the miner set M follows

Elpf:(f,ml,...,mk), miEM, VZ,
and for all alternative paths p’ through any f' € F'\ {f},
1P| > |ps| or p ¢ G due to link volatility.

Therefore, full node to full node paths are nonviable relay vectors in the propagation
graph.

Conclusion. The seed structure, edge retention metrics, and routing properties con-
verge to a proof that the Bitcoin relay network is a directed, low-diameter graph with a
miner-dense clique as its functional core. All viable transaction and block propagation
paths either originate within or immediately enter this backbone, bypassing full nodes in
both theoretical and observed topology.

7. Discussion

The empirical results and theoretical formulations developed in the preceding sections
demonstrate with precision that the topology formed by the Bitcoin network is neither
flat nor egalitarian. In the architecture of the Bitcoin protocol, a small subset of highly
connected miner nodes form the structural backbone of the network. These nodes exhibit
properties consistent with a tightly bound core in a scale-free graph, including dispropor-
tionate eigenvector centrality, low eccentricity, and dense interconnectivity. As verified
through path analysis, PageRank dominance, and adjacency metrics, non-mining full
nodes exist exclusively at the periphery and play no role in transaction relay paths or
block propagation cycles.

The practical implications of these findings are manifold. Firstly, the often-cited metric
of full node count as an indicator of decentralisation is rendered analytically meaningless.
Topological influence cannot be derived from numerical presence alone. Influence arises
from edge density, centrality, and communication betweenness—all of which are exclu-
sively occupied by a tightly knit miner clique. This challenges the integrity of arguments
which equate node quantity with system resilience or democratic access.
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Secondly, simulation environments constructed with empirical datasets from both the
BTC and BSV networks validate the theoretical model, showing that all transaction
relays that result in block inclusion follow miner—miner or user-miner—miner paths. At
no point are non-mining full nodes situated within the critical relay path. Even under
ideal conditions—high uptime, low latency, optimal peering—such nodes remain isolated
from propagation centrality.

This section proceeds to interpret these results along three principal lines of inquiry. The
first addresses the architectural ramifications for the design and evaluation of Bitcoin’s
network. The second confronts the rhetorical mythos of decentralisation predicated on
full node count. The third examines the specific effects these structural truths bear on
the divergent design strategies of the BTC and BSV networks, both of which have evolved
along markedly different implementation paths despite sharing a protocol ancestor.

7.1. Implications for Bitcoin Architecture

The structural analysis presented herein compels a reconsideration of how Bitcoin’s archi-
tecture is conceptualised within both academic literature and engineering practice. The
network, when modelled using established topological frameworks, demonstrates proper-
ties of a core—periphery structure rather than a distributed mesh. Miner nodes form a
clique with near-complete interconnectivity, while non-mining full nodes form a discon-
nected ring with minimal or no influence over the propagation graph. This is empirically
supported by observed eigenvector centrality measures and the in-degree distributions
presented earlier, which show convergence towards power-law exponents indicative of
scale-free dominance [12].

These findings undermine architectural interpretations that posit consensus formation as
a distributed function among all full nodes. In practice, consensus is emergent only among
those nodes that contribute valid blocks—namely, miners. The topological irrelevance of
non-mining nodes suggests that their role is functionally equivalent to passive observers.
They may validate, but they do not propagate; they may store, but they do not influence.
This divergence between theoretical protocol access and empirical influence mandates a
refined vocabulary when referring to network actors, reserving terms like “participant”
or “peer” for topologically effective nodes.

Moreover, from a systems design perspective, the small-world and preferential attachment
features embedded in Bitcoin’s realised network structure mirror known efficiency-resilience
trade-offs in complex networks. While small-world graphs offer fast propagation and short
path lengths—ideal for rapid transaction inclusion—they simultaneously centralise con-
nectivity in a small set of nodes. This introduces single points of relay failure and creates
potential attack surfaces. However, these are not bugs but features: Bitcoin’s incen-
tive architecture is designed around verifiable computation and public traceability, both
of which require a constrained, observable core rather than an amorphous, distributed
substrate [9].

This reality invites a shift away from decentralisation as a purely topological ideal and
towards a model in which integrity arises from economic constraints and protocol im-
mutability. The miner clique is structurally central but economically open; participation
is limited not by permission but by capital, hardware, and bandwidth—a formulation
closer to resource-based fitness landscapes than to political equality. This insight should
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inform all future interpretations of Bitcoin’s architecture and any attempts to measure,
modify, or critique its structure.

7.2. Debunking the Myth of Decentralisation via Node Count

A mathematically rigorous analysis of Bitcoin’s peer-to-peer network reveals that node
count alone is a non-indicator of decentralisation. Within graph theory, decentralisation
is not a function of vertex cardinality |V|, but of the distribution of centrality measures
across V. To formalise this, let G = (V, E) be a directed graph representing the Bitcoin
network. Define C'(v) as a centrality function—e.g., eigenvector centrality, betweenness,
or closeness—for any node v € V. Let uc denote the mean of centrality and o2 the
variance. In a decentralised network, o2 — 0, reflecting an approximately uniform dis-
tribution of influence.

Empirical evidence from network snapshots, however, shows a leptokurtic distribution of
centrality measures where Jv; € V such that C'(v;) > C(v;) for most v; € V'\ {v;}. This
violates the uniformity criterion and proves that the network adheres to a preferential
attachment schema. According to Barabasi-Albert dynamics, in a scale-free network
generated by such attachment, the probability P(k) of a node having degree k follows
P(k) ~ k=7, where v € (2,3). Our own results align with prior findings [3|, 5] showing
~v < 2 for the miner subgraph, indicating super-hub formation and centralisation.

Furthermore, decentralisation requires not only uniform influence but robust redundancy
against targeted attacks. Let us define a robustness metric R as the size of the largest
connected component after removal of the top-n central nodes. In practice, R decreases
precipitously when miner hubs are removed, confirming their structural indispensability.
This behaviour is inconsistent with a decentralised topology, where removal of any subset
should result in minimal loss of connectivity.

In summary, decentralisation as mathematically defined—i.e., low variance in influence
metrics, minimal critical node dependency, and path redundancy—is not achieved in
Bitcoin. Node count, in isolation, is statistically irrelevant to these structural properties.
The illusion of decentralisation propagated through inflated full node counts is thereby
refuted through both analytical and empirical evidence.

7.3. What Occurs if Full Nodes Are Removed

To assess the role of full nodes in the Bitcoin transaction propagation network, we anal-
yse the effect of their hypothetical complete removal from the system topology. This
evaluation proceeds from empirical topology metrics and simulated propagation models,
validating the hypothesis that full nodes—defined here as nodes that do not mine and
do not contribute computational work—are not integral to the transaction relay or block
dissemination infrastructure.

In the relay topology G = (V, E), let F C V denote the subset of full nodes. Empirical
measurements reveal that nodes in F' exhibit minimal eigenvector centrality, low out-
degree, and virtually zero betweenness centrality across all observed snapshots of the live
network [8, 12]. These nodes typically form leaf-like appendages to the miner backbone
and are excluded from any minimum spanning relay subgraph. The removal of such nodes
corresponds to a graph operation G' = G\ F'. In all tested cases, the induced subgraph G’
remains connected, retains its small-world properties, and continues to support efficient
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transaction relay across miner-connected pathways. Simulation tests confirm that average
path length, spectral radius, and propagation completeness remain invariant under the
elimination of F.

More formally, let P;, denote the set of paths available for propagating a transaction ¢
from its origin to a miner node m € M. If all paths p € Py, intersect only nodes in V'\ F,
then V¢, 3p : p C V \ F. Empirical propagation maps confirm this: across thousands
of broadcast instances sampled via controlled probes, transactions reached miners with
identical latency profiles whether full nodes were present or entirely excluded [9].

The inability of full nodes to influence propagation stems from both protocol-level mech-
anisms and topological irrelevance. First, Bitcoin Core limits outbound connections to
eight peers, and these are often saturated by better-connected, higher-fitness nodes—primarily
miners. Second, non-mining nodes are subject to mempool divergence, backoff delays,
and policy mismatches that prevent timely relay. Even when a full node broadcasts a
transaction, unless it connects directly to a miner or an intermediary miner-linked relay,

the transaction’s reach is constrained. This results in duplication or loss rather than
successful propagation.

Removing full nodes therefore has no measurable impact on:
— Transaction confirmation latency
— Block propagation completeness

— Relay graph diameter

Spectral characteristics of the propagation matrix

In simulations using NetworkX and latency-weighted graphs derived from live snapshots,
full node removal did not eliminate any critical edges, cut vertices, or articulation points.
All transaction paths were preserved among the remaining miner-connected subgraph.
From a theoretical standpoint, this is expected given that miner nodes form the k-core
and dominate all routing-critical centrality measures. The path redundancy inherent in
miner connectivity compensates fully for the absence of peripheral relays.

In conclusion, the complete removal of non-mining full nodes has no material effect on
transaction propagation. These nodes are structurally isolated, non-central, and func-
tionally redundant within the Bitcoin topology as it operates in both BTC and BSV
networks.

7.4. Application to BSV and BTC Models

In both Bitcoin Satoshi Vision (BSV) and Bitcoin CORE (BTC), the network topology
conforms to a miner-dominant propagation model, as anticipated in the original design
of the protocol [I]. The 2008 white paper explicitly defines “nodes” as those entities
who validate and construct blocks, thereby directly participating in the consensus mech-
anism via proof-of-work. Consequently, any role attributed to “full nodes” that do not
mine—defined as entities that download and validate blocks without generating them—is
external to the protocol’s consensus definition and mathematically irrelevant to transac-
tion routing.

To formalise this, let the transaction propagation graph be denoted G = (V, E'), where
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V' comprises miner nodes and non-mining full nodes. For a transaction ¢, define its
inclusion path as the shortest directed path from the transaction’s origin to the miner that
includes it in a block. Empirical path analysis, as confirmed through simulated and live
network tests, demonstrates that non-mining nodes are terminal vertices with no forward
propagation links—i.e., they form the boundary of G' and do not lie on any minimal
transaction-to-block path. This violates the conditions for routing participation under
any centrality-based influence metric, including betweenness, closeness, and eigenvector
centrality.

In BTC, protocol and implementation changes post-2017 have exacerbated peripheral
node exclusion by reducing block size limits and implementing restrictive relay policies,
which hinder transaction relay from low-bandwidth nodes. Conversely, in BSV, which
maintains the original unbounded block paradigm, the structure remains consistent with
the original design but still centralises routing through the miner core due to fitness-
weighted attachment and throughput asymmetry. In both systems, the resulting graph
is scale-free and core-periphery in structure, rendering non-mining full nodes effectively
disconnected from any propagation authority.

Therefore, under both theoretical and practical models, only miners satisfy the protocol’s
definition of nodes, and only these actors perform routing and block construction func-
tions. Non-mining full nodes are passive consumers of network state with no structural
impact on propagation or consensus.

8. Conclusion

This study has formally demonstrated, through both empirical and theoretical methods
grounded in advanced graph theory, that the role of non-mining full nodes in Bitcoin
is topologically irrelevant. The network is governed by a miner-dense core exhibiting
properties of small-world and scale-free graphs, leading to hub dominance that strictly
constrains transaction propagation paths. We have shown that full nodes reside periph-
erally, lacking the centrality or adjacency required to influence transaction routing, block
propagation, or consensus dynamics.

Through spectral analysis, shortest path metrics, and directed graph evaluation, it was
proven that the miner subgraph alone dictates the effective topology of the network.
Claims that full node counts correlate with decentralisation have been mathematically
refuted, revealing that structural influence is governed not by node quantity but by edge
density, degree centrality, and eigenvalue-dominated flow paths. The empirical findings
from both BTC and BSV networks substantiate these results.

Moreover, our formulation of propagation graphs and rigorous derivation of path-exclusion
lemmas mathematically preclude non-mining full nodes from shortest path routing. By
simulating live network behaviour and validating against observed datasets, this paper
confirms that full nodes play no operational role in transaction relaying or block con-
struction.

This has significant architectural implications. Protocol debates and ideological postur-
ing around node democracy must yield to the mathematically demonstrable reality of
miner-led propagation structures. In both BTC and BSV, where transaction inclusion is
probabilistically and topologically determined by miner connectivity and latency optimi-
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sation, full nodes are effectively silent observers with no causal agency. The foundational
assumptions underlying much of the full node rhetoric are empirically false and topolog-
ically void.

Future work will focus on dynamic temporal graphs to analyse transient behaviour during
network shocks and latency surges. However, the findings herein stand as a formal dis-
proof of the full node relevance thesis using replicable graph-theoretic analysis, thereby
closing the argument on structural decentralisation as a function of node count.
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Appendix A: Graph Adjacency Matrices (BTC and BSV)

This appendix provides representative adjacency matrices derived from empirical obser-
vations and simulated relays on both the BTC and BSV networks. Each matrix encodes
the directed edge relationships between nodes within the transaction propagation graph,
where entry A;; = 1 indicates that node v; relayed a transaction to node v; under the
measured snapshot.

A.1 BTC Adjacency Matrix (Extract)

0

Aprc =

OO = O OO
O = = O OO

OO O oo
[ eNeNoll S
OO O == O

o O O O O

This structure reflects a directed acyclic graph wherein high-uptime miner nodes dominate
outbound connectivity. Peripheral full nodes exhibit inbound-only behaviour, consistent
with structural passivity.

A.2 BSV Adjacency Matrix (Extract)

011100
101010
Ay — |1 10000
001011
000101
000010

The matrix above illustrates the denser miner peering observed in BSV, where manual
configuration and relay optimisation yield a high-connectivity subgraph. Redundant links
enhance propagation resilience and reduce average path length across the core.

A.3 Interpretation and Relevance

In both networks, GG, € V denotes the miner subgraph, and it satisfies the inequality
p(Ac,.) > p(Aa\a,.), where p denotes spectral radius. The position of full nodes—typically
manifesting as zero rows or terminal leaf structures—confirms their exclusion from any
high-efficiency propagation pathway or relay chain central to block formation. These
matrices form the input basis for subsequent spectral and k-core decomposition analysis
presented in Sections 5 and 6.

Appendix B: Graph Renderings

The following diagram visualises the topological structure of the Bitcoin relay graph as
observed in BSV and BTC propagation networks. Miner nodes form a densely connected
clique-like subgraph at the centre of the network, while non-mining full nodes occupy the
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Figure 1: Topological rendering of miner clique and peripheral full nodes. Dashed lines
indicate non-propagating, non-redundant links to passive nodes.

periphery, with limited inbound-only connections that do not participate in transaction
relaying or block propagation.

This diagram confirms the empirically validated observation that full nodes neither form
high-connectivity links nor participate in propagation-critical paths. All structural re-
dundancy, shortest-path resilience, and broadcast efficiency is concentrated within the
miner subgraph.

Appendix C: NetworkX Simulation Code Samples

The following examples simulate Bitcoin network topologies using the NetworkX library.
Each script reflects a distinct scenario derived from empirical observations on the BTC
and BSV networks. All examples visualise transaction relay topologies highlighting miner-
centric connectivity and peripheral full node structures.

C.1 Fully Connected Miner Clique with Sparse Periphery

import networkx as nx
import matplotlib.pyplot as plt

G = nx.Graph()

# Miner clique
miners = [’M1’, ’M2’, ’M3’, ’M4’, °M5’]
for i in range(len(miners)):
for j in range(i + 1, len(miners)):
G.add_edge (miners[i], miners[j])

# Full nodes (sparse periphery)
G.add_edge (’F1’, ’M1’)
G.add_edge(’F2’, ’M2’)
G.add_edge(°F3’, ’M3’)

nx.draw(G, with_labels=True, node_color=’lightblue’, node_size=1000)
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plt.title("Dense Miner Core with Sparse Full Node Periphery")
plt.show()

C.2 Directed Propagation Graph (Simplified DAG View)

import networkx as nx
import matplotlib.pyplot as plt

G = nx.DiGraph()

# Directed propagation from full node to miner

G.add_edges_from([
(’Fl), ’Ml’), (’F2’, ’M2’), (’FB’, )Ml))’
(’Ml), ’M2’), ()MQ’, ’MB’), ()Ms;’ ’M4’),
(°M4°, °M5’)

D

pos = nx.spring_layout(G)

nx.draw(G, pos, with_labels=True, node_color=’lightgreen’, arrows=True, node_size=100
plt.title("Directional Relay Path from Full Nodes to Miner Backbone")

plt.show()

C.3 Realistic Latency-Weighted Miner Subgraph

import networkx as nx
import matplotlib.pyplot as plt

G = nx.Graph()

# Miner links with latency weights (ms)

edges = [
(’mM1’, °M2’, 5), (°M1’, °M3’, 8),
(’M2>, °M3’, 3), (°M3’, ’M4’, 6),
(’M4’>, °M5’, 4), (OM2’, ’M4’, 7)

]

G.add_weighted_edges_from(edges)

# Full node links (high latency)
G.add_edge(’F1’, ’M1’, weight=50)
G.add_edge(’F2’, ’M2’, weight=42)

pos = nx.spring_layout(G)

edge_labels = nx.get_edge_attributes(G, ’weight’)

nx.draw(G, pos, with_labels=True, node_color=’lightcoral’, node_size=1000)
nx.draw_networkx_edge_labels(G, pos, edge_labels=edge_labels)
plt.title("Latency-Weighted Propagation Topology")

plt.show()
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C.4 k-Core Decomposition Visualisation

import networkx as nx
import matplotlib.pyplot as plt

G = nx.Graph()

# Core-connected miners
G.add_edges_from([

(M1, °M2°), (°M2°, °M3’), (°M3’, °M4’), (°M4’, °M5’), (°M1’, ’M3’)
D

# Sparse full node attachments
G.add_edge(’F1’, ’M1’)
G.add_edge(’F2’, ’M2’)
G.add_edge(’F3’, ’M4’)

core = nx.k_core(G, k=2)
non_core = set(G.nodes()) - set(core.nodes())

colors = [’skyblue’ if node in core else ’grey’ for node in G.nodes()]
pos = nx.spring_layout(G)

nx.draw(G, pos, with_labels=True, node_color=colors, node_size=1000)
plt.title("k-Core vs Non-Core Structure")

plt.show()

31



References

[1] Nakamoto, S. (2008). Bitcoin: A peer-to-peer electronic cash system.
https:/ /bitcoin.org/bitcoin. pdf

2] Gervais, A., Karame, G. O., Capkun, V., & Capkun, S. (2016). Secu-
rity and performance of proof of work blockchains. In Proceedings of the 2016
ACM SIGSAC Conference on Computer and Communications Security (pp. 3-16).
https://doi.org/10.1145/2976749.2978341

[3] Bianconi, G., & Barabasi, A.-L. (2001). Bose-Einstein condensa-
tion in complex networks. Physical Review Letters, 86(24), 5632-5635.
https://doi.org/10.1103/PhysRevLett.86.5632

[4] Barabasi, A.-L., & Albert, R. (1999). Emergence of scaling in random networks.
Science, 286(5439), 509-512. https://doi.org/10.1126/science.286.5439.509

[5] Javarone, M. A., & Wright, C. S. (2018). From Bitcoin to Bitcoin Cash:
A network analysis. In Proceedings of the 1st Workshop on Cryptocurren-
cies and Blockchains for Distributed Systems (CryBlock’18) (pp. 1-5). ACM.
https://doi.org/10.1145/3211933.3211947

[6] Watts, D. J., & Strogatz, S. H. (1998). Collective dynamics of ’small-world’ networks.
Nature, 3953(6684), 440-442. https://doi.org/10.1038/30918

[7] Kleinberg, J. (2000). Navigation in a small world. Nature, 406(6798), 845.
https://doi.org/10.1038/35022643

[8] Neudecker, T., Andelfinger, P., & Hartenstein, H. (2019). A measurement study of
blockchain forks in Bitcoin. In Proceedings of the 2019 IEEE International Conference
on Blockchain (pp. 256-263). https://doi.org/10.1109/Blockchain.2019.00039

9] Decker, C., & Wattenhofer, R. (2013). Information propagation in
the Bitcoin network. In [EEE P2P 2013 Proceedings (pp. 1-10). IEEE.
https://doi.org/10.1109/P2P.2013.6688704

[10] Bollobés, B. (1998). Modern Graph Theory. Springer. https://doi.org/10.1007/978-
1-4612-0619-4

[11] Bonacich, P. (1972). Factoring and weighting approaches to status scores
and clique identification. Journal of Mathematical Sociology, 2(1), 113-120.
https://doi.org/10.1080/0022250X.1972.9989806

[12] Gencer, A. E., Basu, S., Eyal, 1., Van Renesse, R., & Sirer, E. G. (2018). Decentraliza-
tion in Bitcoin and Ethereum networks. In Proceedings of the 22nd International Con-
ference on Financial Cryptography and Data Security. https://doi.org/10.1007/978-3-
662-58387-6_9

[13] Freeman, L. C. (1977). A set of measures of centrality based on betweenness. So-
ciometry, 40(1), 35-41. https://doi.org/10.2307 /3033543

[14] Bonacich, P. (1987). Power and centrality: A family of measures. American Journal
of Sociology, 92(5), 1170-1182. https://doi.org/10.1086 /228631

32



[15] Cohen, R., Havlin, S., & Ben-Avraham, D. (2003). Efficient immunization strategies
for computer networks and popula

[16] Stutzbach, D., & Rejaie, R. (2006). Characterizing the two-tier Gnutella
topology.  IEEE/ACM  Transactions on  Networking, 14(1), 209-222.
https://doi.org/10.1109/TNET.2005.863465

[17) Newman, M. (2010). Networks: An Introduction. Oxford University Press.

[18] Bollobds, B., Borgs, C., Chayes, J., & Riordan, O. (2003). Directed scale-free graphs.
In Proceedings of the Fourteenth Annual ACM-SIAM Symposium on Discrete Algo-
rithms (pp. 132-139).

[19] Leskovec, J., Kleinberg, J., & Faloutsos, C. (2005). Graphs over time: Densifica-
tion laws, shrinking diameters and possible explanations. In Proceedings of the 11th
ACM SIGKDD International Conference on Knowledge Discovery in Data Mining (pp.
177-187). https://doi.org/10.1145/1081870.1081893

[20] Albert, R., & Barabdsi, A.-L. (2002). Statistical mechanics of complex networks.
Reviews of Modern Physics, 74(1), 47-97. https://doi.org/10.1103/RevModPhys.74.47

[21] Chung, F. R. K. (1997). Spectral graph theory (No. 92). American Mathematical
Society.

[22] Foster, J. G., Foster, D. V., Grassberger, P., & Paczuski, M. (2010). Edge direc-
tion and the structure of networks. Proceedings of the National Academy of Sciences,
107(24), 10815-10820. https://doi.org/10.1073/pnas.0912671107

[23] Neudecker, T., Andelfinger, P., & Hartenstein, H. (2018). A short paper on
the evolution of the Bitcoin peer-to-peer network. In Proceedings of the 2018
Crypto Valley Conference on Blockchain Technology (CVCBT) (pp. 41-44). IEEE.
https://doi.org/10.1109/CVCBT.2018.00011

[24] Fischer, A., & Meiklejohn, S. (2020). Bitcoin’s latency—The Achilles
heel of the cryptocurrency?. Computer Communications, 167,  56-66.
https://doi.org/10.1016/j.comcom.2020.03.001

[25] Cvetkovi¢, D. M., Doob, M., & Sachs, H. (1980). Spectra of Graphs—Theory and
Application. Academic Press.

[26] Newman, M. E. J. (2003). The structure and function of complex networks. SIAM
Review, 45(2), 167-256. https://doi.org/10.1137/S003614450342480

[27] Barabasi, A.-L., & Pésfai, M. (2016). Network Science. Cambridge University Press.

[28] Lewenberg, Y., Sompolinsky, Y., & Zohar, A. (2015). Inclusive block chain proto-
cols. In International Conference on Financial Cryptography and Data Security (pp.
528-547). Springer. https://doi.org/10.1007/978-3-662-47854-7_34

[29] Brin, S., & Page, L. (1998). The anatomy of a large-scale hypertextual
Web search engine. Computer Networks and ISDN Systems, 30(1-7), 107-117.
https://doi.org/10.1016/S0169-7552(98)00110-X

[30] Williams, R. J., & Martinez, N. D. (2002). Simple rules yield complex food webs.
Nature, 404 (6774), 180-183. https://doi.org/10.1038 /35004572

33



[31] Clauset, A., Shalizi, C. R., & Newman, M. E. J. (2009). Power-law distributions in
empirical data. SIAM Review, 51(4), 661-703. https://doi.org/10.1137/070710111

[32] Milo, R., Shen-Orr, S., Itzkovitz, S., Kashtan, N., Chklovskii, D., & Alon, U. (2002).
Network motifs: Simple building blocks of complex networks. Science, 298(5594),
824-827. https://doi.org/10.1126 /science.298.5594.824

34



	Introduction
	Contextual Background
	Aim and Scope
	Significance

	Literature Review
	Theoretical Framework
	Empirical Topologies of Bitcoin
	Transaction Routing Assumptions

	Mathematical Preliminaries and Topological Definitions
	Graph Structures
	Key Theoretical Constructs
	Metric Formalisation

	Data Sources and Methodology
	Data Origin
	Simulation Environment
	Graph Construction
	Live-Network Validation

	Results
	Network Metrics
	Degree Distributions
	Graph Topology Visuals
	Path Exclusion Proof
	Seed-Based Connectivity and Miner Link Persistence

	Theoretical Analysis and Proofs
	Lemma and Proposition Series
	Spectral Graph Analysis
	Formal Topological Proof of Seed-Constrained Miner Backbone

	Discussion
	Implications for Bitcoin Architecture
	Debunking the Myth of Decentralisation via Node Count
	What Occurs if Full Nodes Are Removed
	Application to BSV and BTC Models

	Conclusion

