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Abstract

While recent research has focused on developing safeguards
for generative Al (GAI) model-level content safety, little is
known about how content moderation to prevent malicious
content performs for end-users in real-world GAI products. To
bridge this gap, we investigated content moderation policies
and their enforcement in GAI online tools — consumer-facing
web-based GAI applications. We first analyzed content mod-
eration policies of 14 GAI online tools. While these policies
are comprehensive in outlining moderation practices, they
usually lack details on practical implementations and are not
specific about how users can aid in moderation or appeal
moderation decisions. Next, we examined user-experienced
content moderation successes and failures through Reddit
discussions on GAI online tools. We found that although
moderation systems succeeded in blocking malicious gener-
ations pervasively, users frequently experienced frustration
in failures of both moderation systems and user support after
moderation. Based on these findings, we suggest improve-
ments for content moderation policy and user experiences in
real-world GAI products.

1 Introduction

The development of large generative Al (GAI) models, such
as large language models (LLMs) and diffusion models, has
promoted the production of Al-Generated Content (AIGC)
— synthetic content, in the form of text, image, audio, video,
that are generated by AI models given human instructions. '
Recently, this has opened up AIGC as a new form for content
creation as opposed to human-created content [8, 35, 87, 89].

Simultaneously, the potential harms associated with GAI’s
generation capabilities, such as producing disturbing, mis-
leading, and privacy/copyright-infringing AIGC [10, 65,95],
have raised attention. Malicious content generated by GAI

IThere is no consensus on the definition of AIGC, and therefore the
definition we used in this paper is summarized from existing literature (e.g.,
[8,89]) and related definitions in law [82].

tools could not only directly compromise the safety of end-
users who interact with the system, but also pose security
and privacy risks to the public due to its automated and fast
generation. In response, Al and Security practitioners have
been working on GAI safeguards, such as safety alignments
and content filters, to prevent problematic content genera-
tion (e.g. [36,40,55,70]). When deploying GAI models into
real-world products, service providers also enforce content
moderation on users’ content generation process. Content
moderation is a common strategy employed in online com-
munities to reduce problematic user-generated content by
detecting and restricting such content and users who publish
it [45, 64], and has now been used for GAI products. For ex-
ample, ChatGPT denied over 250,000 requests for generating
images of US political campaigns before the 2024 US election
day, to prohibit potential misinformation [11].

Nevertheless, most recent works focus on improving safe-
guards to GAI content generation safety at the model level.
Little is known about how and how well content moderation
practices are enforced at the product level (i.e., real-world
GALI products, like ChatGPT). Since GAI is an emerging
technology, there has been a lack of legal guidance on how
GAI products should engage in content moderation until re-
cently [32], with service providers instead relying on them-
selves for making policies [47]. Therefore, it is crucial to
understand what GAI tool content moderation policies are
established by service providers. As seen in online communi-
ties [68, 74], content moderation policies reveal how service
providers enforce moderation, disclose their practices to the
public, and guide user behavior. Meanwhile, given the strong
correlation of content moderation with user behavior and ex-
periences [53,59], user perspectives on content moderation
provide valuable insights into how current policy enforcement
succeeds or fails in practice. Both processes together could
inform the future direction of content moderation policies and
practices for GAI products.

We study content moderation policies and their enforce-
ment in consumer-facing GAI products offered through web-
based applications (e.g., ChatGPT and its playground, referred
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Study 1 Findings:

Comprehensiveness of GAl Content Moderation Policies

Study 2 Findings:
User Perceptions on GAl Moderation Success and Failure

Content moderation policies in GAl online tools resemble those
of online communities, covering major moderation practices but
lacking some details.

Moderation criteria cover GAl input, output, and output
distribution and use, detailing broad restrictions on
problematic GAl content.

Moderation methodology deployed in GAl online tools
includes automatic or manual detection of problematic input
and output, and responsible model training. User-driven
content moderation in GAl online tools is not widely provided.

Moderation consequence includes taking down problematic
GAl input and output and penalizing users who make them.
There are few options for users to report or appeal after
getting moderated.

Users agree on how GAl moderation systems successfully
maintain safety, but they feel the failures of moderation pipelines
prohibit the normal use of GAl online tools and limit creativity.

Users perceive that GAl moderation systems are
successful in blocking many malicious user requests and
problematic GAl output generations.

Users find GAl moderation system decision-making can
fail, when moderation gets extensive false-positives,
produces biased decisions, or occurs without awareness of
the GAl task context.

Users get frustrated with the lack of user support after
moderation, when the moderation reason and criteria is
confusing, and when they cannot appeal the moderation
decision.

Figure 1: Findings summary of Study 1: Policy Analysis and Study 2: Reddit Study.

to as GAI online tools from here on) that enable text and image
generation. GAI online tools are widely adopted by end-users
regardless of their technical expertise, as compared to locally
deployed GAI models and APIs. We focus only on text and
image generation tools since they make up many of the GAI
online tool markets, despite the growth of video and audio
generation tools recently [66, 75]. Through this work, we
study the following research questions:

* RQI (Service Provider Policymaking): What themes do
content moderation policies in GAI online tools cover,
and how comprehensive are they?

* RQ2 (User Experience on Policy Enforcement): From
user perspectives, in what areas does content moderation
policy enforcement for GAI online tools succeed, and in
what areas do they fail?

To answer RQ1, we studied the content moderation policies
of 14 GAI online tools that were capable of text and image
generation (Study 1: Policy Analysis). We found that con-
tent moderation policies in GAI online tools are similar to
those in online communities [68], with scattered locations in
different pages outlining three components of content mod-
eration practices, including moderation criteria on forbidden
content, methodology to detect problematic content, and the
consequences of problematic content and users. Compared
to how online communities rule on user-generated content,
policies in GAI online tools focus on governing both user
input to the tool and content generated by the tool, with some
differences in moderation methodology and consequences for
policy violations (See Table 1). We found that GAI online
tools are comprehensive in covering major content modera-
tion practices, but these policies lack details on topics such

as how users can report problematic content generation and
appeal moderation decisions.

To address RQ2, we studied user experiences with content
moderation while using GAI online tools to generate new,
creative, or crafted AIGC (e.g., requesting ChatGPT to write
a poem about cats or using its DALL-E to draw a cat, referred
to as AIGC creative tasks from here on). Tasks performed
through GAI are diverse: LLMs can generate text for dia-
logue, question-answering, searching, and so on. These tasks
result in varied presentations of generated content (e.g., natu-
ral speech in dialogues versus structured writing in creative
writings), which may affect moderation performance [54] and
influence user mental model on content moderation. There-
fore, we studied the AIGC creative tasks in particular, which
is not only a representative use case of GAI [76], but also
heavily depends on GAI’s generation capability compared to
other usages like searching.

To do so, we analyzed public discussions on content mod-
eration in AIGC creative tasks when using GAI online tools,
by looking into user posts and corresponding comments on
Reddit covering six different GAI online tools (Study 2:
Reddit Study). We found that while user-provided examples
highlighted the widespread success of moderation systems
in blocking malicious AIGC creation, users also discussed
numerous instances of moderation pipeline failures. These
failures spanned both moderation systems’ shortcomings in
making justified moderation decisions, and lack of support
for users to understand and appeal moderation decisions. As
users posted, failures in the moderation pipeline had severely
hampered the capability and usability of GAI online tools,
limiting their creativity in AIGC creative tasks as well. See
Figure 1 for key findings of the two studies.

Our work provides in-depth insights into the content mod-



eration pipeline in real-world GAI products, a key feature
for controlling malicious content generation and user behav-
ior to safeguard security and privacy. Specifically, our work
makes the following contributions in Al security, privacy, and
safety domains: (1) we provide the first study of GAI prod-
ucts’ content moderation policies and existing gaps, (2) we
compile two datasets of policies and public discussions on
GAI products’ content moderation for further studies,” and
(3) we suggest how to improve policies and user experiences
with content moderation when using these products.

2 Related Works

In this section, we review three sets of prior research that are
relevant to our study, highlighting how our work extends or
contributes to each body of research.

Safeguards in GAI for Ensuring Content Safety. Al and
security researchers use two automated methods to ensure
the safety of GAI model output: internal model fine-tuning
and external content guardrails. Prior works have shown the
success of widely adopted reinforcement learning methods
for LLMs in providing targeted feedback on output toxicity
through fine-grained rewards [40,71,90]. Recently, Al align-
ment, also known as Reinforcement Learning from Human
Feedback (RLHF), has made further advancements in ensur-
ing desirable model output. This method evaluates the harm-
fulness and helpfulness of model output with the guidance of
human feedback [41]. Following this principle, researchers
have enforced safety alignment in LLMs to provide harmless
responses and reject problematic model input [5, 13,40, 60].
Researchers have also focused on adjusting multi-modal gen-
eration models for generating safe output [12, 50,70, 85].

Aside from internal model fine-tuning, content guardrails
are also deployed outside the GAI model to monitor both
model input and output. Similar to traditional algorithmic
moderation in online communities, some guardrails in GAI ap-
ply classifiers trained with categorically labeled content on dif-
ferent harms [55,61]. While other state-of-the-art guardrails
used classifier-free guidance — for example, Llama Guard
leverages instruction-tuned LLMs and safety taxonomies for
problematic content detection [36, 81, 86].

Through improving both internal and external safeguards,
previous research has made significant strides in mitigating
undesirable outputs within model architectures. However,
there is scarce work investigating how content moderation is
enforced with end-users in real-world GAI products, except
for several works that audited the content moderation end-
point of GAI products [54,62] To bridge this gap, our work
unpacks content moderation practices by examining GAI tool
policies and public discussions where users talk about content
moderation successes or failures in GAI products.

The datasets are publicly available at https://doi.org/10.6084/m9
.figshare.29257187

Content Moderation Policies in Online Communities and
GAIL Much research to date focuses on measuring and an-
alyzing content moderation policies in online communities
with user-generated content — studying what types of con-
tent are forbidden, and how these rules vary around different
platforms [4,7,18,19,42,74]. Meanwhile, some researchers
also analyzed the comprehensiveness of content moderation
policies — how and how much online communities disclose
content moderation rules in their policies [68,74]. Schaffner
et al., for example, conducted a mixed-method analysis of
the comprehensiveness of content moderation policies across
43 platforms hosting user-generated content. Their findings
show that while most policies articulate moderation goals,
criteria, and practices, there is considerable variation in struc-
ture, composition, and legal grounding across platforms. They
also found critical shortcomings of these policies, such as the
lack of a clear definition of what to moderate, and the absence
of user appeals for most moderation cases [68].

Content moderation policies are informed by laws (e.g.,
The First Amendment and Section 230 in the United States
context) while dominated by online communities themselves.
Some works have focused on understanding how content
moderation policies balance legal requirements, platform mo-
tivations, social values, and user experiences [25, 26, 28, 30,
46,49,77].

More recent studies have recognized that regulating content
generation in GAI products is an emerging issue worthy of
attention [2, 32, 69]. Some research works have examined
what input and output in GAI usage are forbidden by policies
and guidelines [47,62]. Our work, furthermore, investigates
the comprehensiveness of content moderation policies — if
and how these policies outline content moderation rules and
practices.

User Experience with Content Moderation in Online Com-
munities. Prior research has investigated user experiences
and reactions to content moderation in online communi-
ties [53]. Some works examined user understanding of content
moderation [17,37,59], where researchers found users mainly
rely on their own interpretation of how the moderation sys-
tems work. Prior studies also investigated user behaviors after
moderation [38], and how users circumvent or interact with
moderation systems [52, 58]. Since policy statements may
not align with actual practices [56], prior studies often rely
on understanding user experiences to assess whether content
moderation policy enforcement is effective or failing [74].
By measuring user behaviors in online communities on a
large scale, researchers found content moderation successful
in mitigating disturbing content (e.g., [9]). Simultaneously,
researchers also found common failures such as biases and in-
consistencies of algorithmic moderation [33,51, 83, 84]; lack
of transparency in moderation decisions [44, 59]; and inef-
fectiveness of user appeals [59]. Researchers also conducted
user studies on user preferences and expectations of content
moderation to inform the future content moderation policies
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and practices [19, 83, 84].

Inspired by prior works investigating users in online com-
munity content moderation, we looked at how users experi-
ence content moderation in GAI products to understand the
successes and failures of policy enforcement. Unlike previous
studies, which typically focus on a single platform, our re-
search also spans multiple GAI products, providing a broader
and more generalized perspective.

3 Study 1: Policy Analysis Methodology

To answer our first research question, we analyzed content
moderation policies of 14 representative GAI online tools
capable of text and image generation, inspired by and partly
following the approach of Schaffner et al., who analyzed the
comprehensiveness of content moderation policies in online
communities [68]. For each tool, we manually located its con-
tent moderation policies, collected web pages where policies
were situated, and qualitatively analyzed those policies.
Regulated by regional laws, content moderation policies
could be different when providing service in different regions.
For example, content moderation of online communities is
regulated by the First Amendment in the United States (US)
but by the Digital Services Act (DSA) in the European Union
(EU). Divergences such as DSA restricting protected speech
defined by the First Amendment could lead to distinct policy
enforcement between platforms in the US and EU [1, 80].
Acknowledging that regional policy alterations are out of our
study scope, we only considered tools with US-based head-
quarters and accessed all policies through US IP addresses.

3.1 Tool List Creation

We referred to multiple resources to create a representative
tool list. First, we relied on a report [66] on popular GAI prod-
ucts, which has been used in other academic research papers
(e.g., [23]) and featured by Forbes News [22]. We picked out
GAI online tools in the top 15 for text or image generation
and with US-based headquarters, resulting in seven qualified
tools. We excluded Character.Al” a tool designed for role-
playing, which may lead to a different policy focus compared
to other multi-tasked or creativity/productivity-focused tools.
This process resulted in seven GAI online tools.

We then supplemented our list from a user-curated GAI
tool list (i.e., Awesome List [29]), survey and review papers
on GAI and AIGC [8, 10], another GAI tool popularity re-
port [21], and Al products produced by big technology com-
panies. We initially selected five tools through this process,
which constructed our initial tool list along with the seven
tools above. As the study progressed, we incorporated two
additional tools based on ongoing tracking of supplemental
resources.

3https://character.ai/

Our final list contains 14 GAI online tools, with two for text
generation: Claude and You.com; five for image generation:
CivitAl, Craiyon, DreamStudio, Firefly, and Midjourney; and
seven capable of multi-modal generation of both text and im-
age: ChatGPT, Copilot, Gemini, Meta Al, NovelAl, Perplexity
Al, and xAL

3.2 Content Moderation Policies Collection

Using the procedure outlined below, we collected content
moderation policies in September 2024 for tools except Meta
Al and x AT—two tools added in the middle of the study—-and
in December 2024 for Meta Al and xAl

Defining Policy Scope. We decided to only consider con-
tent moderation policies under our research scope — govern-
ing activities where users directly interact with GAI through
web-based applications. For example, OpenAl offers GPT
API “ to developers and allows people to tailor personalized
GPT° and provide it to other users. Under this context, there
are policies restricting the practices of developers and their
customers, which are out of our scope.

Locating Pages with Content Moderation Policies. We
followed a process used by Schaffner et al. [68] to identify
pages in GAI online tools that contained content modera-
tion policies. For each tool, we manually examined all pol-
icy and regulation-related pages and collected two types of
pages. First, we selected pages that included policies regu-
lating user interactions with GAI. Second, for those tools
provided by companies developing multiple products (e.g.,
Google which developed Gemini), we also included com-
pany’s general Terms of Service (ToS) that applied to all prod-
ucts.

Next, we visited tool support pages, including the Help Cen-
ter and Frequently Asked Questions (FAQ), if they existed. To
identify information related to content moderation policies,
we referred to Schaffner et al.’s four common elements of
content moderation policies for user-generated content: what
is moderated, why content is moderated, how the process of
content moderation manifests, and who takes the responsibil-
ity for content moderation [68]. We then manually checked
all support pages and their child pages, collecting those with
information that fell into the above four themes. Additionally,
we collected pages with information on system errors, which
could also relate to content moderation enforcement.

Recording Pages. We saved all static pages to PDF through
the MacOS Safari browser, where the web pages retain their
original visual appearance and content, with all text editable in
the converted PDF file. For those non-static pages in which the
text encoding could not be captured through PDF conversion,
we took screenshots of the whole pages. We used the Optical
Character Recognition (OCR) service on the screenshots to
convert all characters into editable text and save them in PDF

“https://openai.com/api/
Shttps://openai.com/index/introducing-gpts/



format. We eventually recorded 52 PDF files of 51 pages,
forming the policy dataset we analyzed.

3.3 Policy Analysis

To get insights into how content moderation was defined
and disclosed in GAI online tools’ policies, we conducted a
qualitative analysis of the policy dataset. Our analysis was
performed deductively with multiple rounds using the anal-
ysis tool MAXQDA. To start, the first author developed an
initial codebook for the analysis and discussed it with the
research team. The design of our initial codebook was based
on four key components of how policies describe content
moderation, as identified by Schaffner et al. [68]: what con-
tent is moderated, why content is moderated, how content
moderation is enforced, and who is responsible for content
moderation. Using the initial codebook, the first author read
all documents and deductively coded all segments that fit
into existing themes. Simultaneously, excerpts that related to
content moderation but did not fit the initial codebook were
tagged with open codes (i.e., adding and removing themes) to
build the final codebook.

A second round of coding was then performed by two
additional researchers using the final codebook. All docu-
ments were equally divided into two sets and assigned to
these coders, ensuring that every document was coded by at
least two coders at the end. Three coders met regularly to
discuss the analysis process, compare each other’s codes, and
solve coding disagreements. Since our data informed the it-
erative analysis and we took care to minimize subjectivity
and disagreement in the process, we did not calculate the
inter-rater reliability (IRR) [3,57].

Locations of Content Moderation Policies. Within 51
pages recorded, 44 of them were coded during policy analysis,
indicating that these pages contain content moderation poli-
cies. Similar to where content moderation policies in online
communities are located [68], we observed that those policies
for GAI online tools are scattered across various policy and
support pages. This might be due to, in our understanding, the
lack of standardization of how content moderation policies
should be presented for GAI online tools and online commu-
nities. Below, we briefly describe the common locations of
content moderation policies in GAI online tools.

The most common page for all tools that includes content
moderation policies is the ToS, except Gemini which did not
have a separate ToS page. Beyond ToS, 5/14 tools have a sep-
arate policy page for Acceptable Use Policy (AUP, also named
alternatively in some tools, such as Prohibited Usage Policy
or Usage Policy) defining allowed and forbidden usage of
the tool, including the criteria of content moderation. For the
five tools provided by companies developing multiple prod-
ucts, the ToS of four companies includes policies applicable
to content moderation in GAI online tools, and two of these

Shttps://www.maxqda.com/

also have AI/GAI product-specific rules regulating content
generation activities. Other policy pages we found content
moderation policies in are Service Terms (ChatGPT), Com-
munity Guidelines (Midjourney), and Safety Center (CivitAl).
We also found 9/14 tools have information on content mod-
eration rules in their support pages. In addition to these nine
tools, four other tools have support pages but do not contain
content moderation policies.

3.4 Limitations

Our policy analysis study has several limitations. Our tool list
is only representative of commonly used GAI online tools
in the US context. Since the market of GAI online tools
is monopolized, most customers use only a few types of
tools [22,66], and we cover most of them. Moreover, our pol-
icy collection process relied on manual checking on specific
pages, meaning we might have missed pages with information
on content moderation policies.

4 Study 1: Policy Analysis Findings

In this section, we present findings about what and how com-
plete the content moderation policies of GAI online tools are
(RQ1), given that these tools are still evolving when com-
pared with online communities whose policies have been
established for much longer and cover various topics [68].
We observed that policies in GAI online tools, like those in
online communities, cover the three major components of
content moderation practice outlined by Singhal et al. [74]:
content moderation criteria — providing definitions of for-
bidden content (§4.1); content moderation methodology —
explaining safeguarding approaches to detect problematic
content generation (§4.2); and consequences of content mod-
eration enforcement — detailing the platform responses to
problematic content generation and corresponding mecha-
nisms for user appeal (§4.3). However, we did not find clear
presentations in GAI online tool policies of ‘why content is
moderated” which online communities specify — justifica-
tions on why GAI online tools engage in content moderation,
beyond general statements on how platforms value user safety
and responsible Al development.

Opverall, both online communities and GAI online tools
specify similar rules regarding what is not allowed and their
moderation strategies at each stage, with GAI online tools
modeling their content moderation policies on the relatively
mature content moderation frameworks used in online com-
munities. However, online communities have policies that
cover user-generated content, while GAI online tools’ poli-
cies cover user input to the tool (referred to as input or prompt
from here on) in addition to content generated by the tool (re-
ferred to as output from here on). In most online communities,
user-generated content is posted or uploaded directly. Instead,
users have less control over the randomness of how the GAI



Moderation Stages

Similarity in Policies of Online Communities and
GAI Online Tools

Uniqueness in Policies of GAI Online Tools

Moderation Criteria

Both online communities and GAI online tools detail
a wide prohibition on different problematic content
(84.1.2)

GALI online tools regulate input, output, as well as
output distribution and secondary use (§4.1.1)

Moderation Methodology

Both online communities and GAI online tools de-
scribe their moderation systems as a mixture of auto-
matic detections and human reviews (§4.2.1)

Both online communities and GAI online tools ac-
knowledge their content moderation is not infallible
and place responsibility for content on users (§4.2.1)

GAI online tools enforce content flagging on both user
input and GAI output (§4.2.1)

Some GAI online tools mentioned safety measures in
model training as a moderation method (§4.2.1)
Only a few GAI online tools provided methods for
user-driven content moderation (§4.2.2)

Moderation Consequence

Both online communities and GAI online tools take
down problematic content and punish users (§4.3.1)

Both online communities and GAI online tools leave
users with few options once they have been moderated

GALI online tools take actions on both user input and
GAI output, with the goal of preventing the generation
and presentation of output (§4.3.1)

Except legal violations, moderation enforcements on

(84.3.2)

content in GAI online tools are the same across differ-
ent types of content policy violations (§4.3.1)

Table 1: Major similarities and differences between content moderation policies in online communities and GAI online tools.

online tools generate output with their input, for which users
may unintentionally generate undesired output [24,73]. Table
| summarizes major policy similarities and differences in the
two types of platforms. Next, we present details of how GAI
online tool policies describe the three content moderation
stages.

4.1 Content Moderation Criteria
4.1.1 How are Moderation Criteria Specified?

Similar to how online communities describe prohibited user-
generated content in community guidelines [42], content mod-
eration criteria in GAI online tools are mostly described by
articulating what behaviors are acceptable or prohibited when
using the service, in the separate AUP, acceptable use guide-
lines in ToS, and support pages. Interestingly, none of the tools
except CivitAl has a separate Content Policy or related sec-
tions in policy and support pages that specify all rules about
forbidden content. In short, the GAI online tool policies are
often unstructured, and as such, we found content moderation
criteria are presented in a mixed and complicated manner. For
example, some rules apply across multiple aspects, including
input, output, output distribution, and, in some cases, other
content hosted within the tool’s corresponding services.

Policies Implicitly Regulate Content Generation Requests.
For all 14/14 tools we studied, each has several acceptable
use guidelines using descriptive language to broadly define
acceptable or prohibited tool usage, usually starting with “Do
not use the service to ...”. These guidelines apply to all user be-
haviors within GAI online tools, including when they generate
content using the tool. Notably, all 14 tools we studied forbid
users from overcoming system restrictions (or ‘jailbreaking’
the system), which implicitly rules input.

Policies Explicitly Target Content. In addition to descrip-
tive acceptable use guidelines, each GAI online tool lays out
rules on what content is prohibited that are scattered over
policy and support pages, much like in online community con-
tent moderation policies [68]. GAI online tools typically talk
about ‘content’ which encompasses both input and output,
represented by the following definition: “You may provide
input to the Services (‘Input’), and receive output from the
Services based on the Input (‘Output’). Input and Output are
collectively ‘Content’.” (ChatGPT’s ToS). Many rules solely
use the term ‘content’ when describing prohibitions, and they
do not distinguish if there are different rules for different
modalities of content (e.g., text or image) or depending on
different tasks (e.g., dialogue versus creative writing).

Furthermore, some image generation tools are integrated
into or built up with online communities for sharing user-
created AIGC (i.e., Firefly, Craiyon, CivitAl, and Midjour-
ney). We found that policies there just describe rules about
any content users have as input/output in GAI online tools
and uploaded content in online communities solely as ‘con-
tent’. As Midjourney defines ‘content’ in its ToS: “Inputs,
Assets, and other content such as messages, photos, videos,
and documents that you may provide to the Services (such as
through uploading, posting, sharing, or chat messages) are
collectively, ‘Content’.” (Midjourney’s ToS) Therefore, it is
sometimes unclear whether a rule applies to all or specific
types of content defined by these tools.

Prohibitions on Output, Input, and Output Distribution.
Rules clearly governing output often start with “Do not gen-
erate/create content that ...” if without directly stating the
term ‘output’. We noticed that all tools we studied except
NovelAlI (13/14 tools) elaborate on what output is restricted
by defining rules in their policies. Meanwhile, 10/14 tools
included specific rules outlining criteria for input. Besides
restricting input that leads to prohibited output, these rules



mostly outline the same restrictions as rules targeting output,
with many defining forbidden input along with forbidden out-
put in the same place. For example: “Do not create images or
use text prompts that are inherently disrespectful, aggressive,
or otherwise abusive.” (Midjourney’s Community Guideline).

We also found that 12/14 GAI online tools specify rules that
address the future distribution and secondary use of output, de-
spite the limited practical authority they have to enforce these
rules. Similar to rules governing input, rules on output distri-
bution often reiterate the same restrictions as those applied to
output and, in many cases, are presented alongside the output
restrictions: “[Do not] Creating, generating or distributing
content that depicts gratuitous violence, cruelty, abuse, sex
or gore.” (You.com’s AUP). Additionally, we noticed special
restrictions that applied to output distribution only. 8/14 tools
forbid users to mislead others that the output from the GAI
online tool is created by humans: “[You will not] Represent
any Output (defined below) as human generated when they
are not.” (xAI’s ToS). 5/14 tools prohibit users from using
the output to develop machine-learning models: “/You may
not] Use Output to develop models that compete with OpenAL”
(ChatGPT’s ToS).

4.1.2 What Types of Content Are Forbidden?

In addition to the loose and scattered structure, content mod-
eration criteria are articulated using a variety of terms that
cover a broad range of restrictions, similar to how commu-
nity guidelines in online communities outline content pro-
hibitions [42]. This observation on the varied use of terms
in moderation criteria also aligns with findings on AUP of
foundation models [47], where more than 120 prohibited
behaviors are described using diverse terms. However, we
noticed that forbidden content defined in the GAI online tool
policies could be grouped into broader categories, based on
the nature of each prohibition. Drawing on major content
moderation topics in online communities recognized in prior
works [25, 68, 74], we mapped out four types of prohibited
content at a high level. The four categories apply to all con-
tent span input, output, output distribution, and include rules
that do not specify the type of content: harmful content that
harms individuals, groups, and public safety, regardless of
legal or illegal; content that violates other’s rights with
privacy and intellectual property/copyright violations; mis-
leading content such as mis/disinformation and deceptive
content, including content with misleading nature; and con-
tent that is not appropriate for everyone which depicts
sexual and violence. We found that all tools except Novel Al
outline all four types of prohibitions in their policies.

We note that the first three categories are frequently ad-
dressed in online community policies, where most mainstream
platforms enforce strict prohibitions [68, 74]. In contrast, the
restrictions of the fourth category, which are strictly prohibited
in many GAI online tools, largely depend on the platform’s

nature when applied to online communities, where personal
content moderation (e.g., personalized filtering) is commonly
used instead of direct bans from the platform [39,74].

4.2 Content Moderation Methodology
4.2.1 How is Problematic Output Detected or Prevented?

GAI online tools outline various approaches used for their
moderation systems in their policies. These include interven-
tions outside the GAI model for content flagging with similar
strategies used in online communities [68, 74], as well as im-
proving the GAI model itself to generate safer output, which
is a GAl-specific strategy. Meanwhile, GAI online tools also
acknowledge their lack of ability to moderate output as well
as online communities do in moderating user-generated con-
tent [68], putting all liability of input and output on users.

As with the moderation method disclosed in policies of
online communities, GAI online tools outline themselves as
employing both automated detectors or filters (7/14 tools)
and human reviews (5/14 tools) in their moderation systems.
These approaches are enforced in both input and output, repre-
sented in the following policy: “Your prompts and the results
generated [...] may be reviewed through both automated (e.g.,
machine learning) and manual methods for abuse prevention
and content filtering purposes.” (Firefly’s User Guidelines).
Nevertheless, we noticed that many tools tend to be vague
on technical details and nuances of these interventions. For
example, another policy in Firefly’s User Guidelines only
explains its output flagging as “use available technologies,
vendors, or processes”.

Simultaneously, we found five tools driven by self-
developed foundation models that claim themselves dedicated
to training and improving their models for output safety. As
exemplified by the following instance: “We also work to make
our models safer and more useful, by training them to refuse
harmful instructions and reduce their tendency to produce
harmful content.” (ChatGPT’s Usage Policy). Occasionally,
policies refer readers to model documentation for further de-
tails of these approaches: “Limitations and bias in Al are
still being researched and we’re working actively on this sub-
ject. You can learn more in the DALL-E mini model card.”
(Craiyon’s FAQ section on the home page).

Meanwhile, 13/14 tools have disclaimers when it comes to
who is responsible for the output generated using the GAI on-
line tool and its moderation. In these tools, these disclaimers
about the guaranteed safety of generated output frequently cite
the well-known unpredictability of GAI output [24,73]. As il-
lustrated by the following policy: “This use of Al is relatively
new and still evolving. As a result, while we have taken - and
continue to take - efforts to preclude your creation of extreme
content, we cannot guarantee the suitability or appropriate-
ness of the resulting images you generate.” (DreamStudio’s
ToS). Some tools also acknowledge the potential failure of



their safeguards, similar to the online community acknowl-
edgments of challenges in moderating user-generated content:
“These [safety] features are not failsafe, and we may make
mistakes through false positives or false negatives.” (Claude’s
Help Center). 12/14 tools say users are ultimately liable for
the input, output, and output distribution and use of GAI on-
line tools. For instance: “You are solely responsible for your
Input [...] You are solely responsible for the creation and use
of the Output and for ensuring the Output complies with the
Terms.” (Firefly’s To0S).

4.2.2 How Can Users Combat Problematic Output?

In addition to putting users in charge of their input and out-
put, service providers sometimes allow users to engage in the
moderation process by reporting problematic output to them.
Some reporting channels specifically target the copyright in-
fringement of output, as mentioned by 6/14 tools. Similar to
what was observed in online communities [68], GAI online
tool policies usually claim a unified reporting pipeline for
copyrighted content, grounded by existing laws (i.e., Digi-
tal Millennium Copyright Act, DMCA), and to fulfill legal
requirements.

Beyond copyright infringement reports, we only found 5/14
tools mentioning how users can combat problematic output
in general. This is surprisingly contrary to online platforms,
which heavily rely on user-driven moderation even beyond
copyright infringement [68, 72]. Although channels for user
engagement in content moderation are limited in GAI online
tools, some tools provide feedback mechanisms integrated
into the tool interface (e.g., functions to instantly ‘thumb-up’
and ‘thumb-down’ output) and direct contacts with the service
team (e.g., report forms or contact email). As summarized by
this example quote: “Users can report problematic or illegal
content via the Feedback button or the Report a Concern
function.” (Copilot’s ToS).

4.3 Content Moderation Consequence
4.3.1 What Happens to Problematic Content and Users?

GALI online tool policies elaborate on how they respond to
problematic input and output, as well as users engaging in
problematic output, similar to rules disclosed in policies of
online communities [68]. As summarized by the following
policy: “Content that violates our rules, or attempts to cir-
cumvent our content restrictions, will result in appropriate
actions, which may include content removal, flagging of the
account, suspension of access to the image generation feature,
or a ban from the platform.”(CivitAl’s Safety Center)
User-targeted moderation responses in GAI online tools
are nearly the same as those in online communities. Although
most GAI online tools say account restrictions target gen-
eral term violations or can be enforced for any reason, we

found 5/14 tools relate these account-level actions to prob-
lematic content generation specifically. For example: “We
have adopted a policy of terminating, in appropriate circum-
stances, Users who are deemed to be repeat infringers [of
copyright].” (xAI’s ToS). 3/14 tools also issue warnings to
certain accounts with users prompting for content that vio-
lates the content rules, exemplified by the following policy:
“As part of our safety process, we warn users if we believe
their prompts are violating our Usage Policy.”(Claude’s Help
Center).

In comparison, content-targeted responses (10/14 tools)
share a similar strategy with those in online communities but
have a different goal. Instead of focusing solely on removing
problematic content like in online communities, GAI online
tool policies aim to refuse the GAI processing of problem-
atic input and prevent the presentation of undesirable output.
Thus, flagged input is typically blocked or removed from the
system, with an error or warning message returned instead
of the requested output. If problematic output is generated,
it may be removed or blurred afterward. As represented by
the following quote: “Image Creator may block prompts that
violate the Code of Conduct, or that are likely to lead to
the creation of material that violates the Code of Conduct.
Prompts or Creations that violate the Code of Conduct may be
removed.” (Copilot’s ToS of Image Creator). We found no dis-
tinction in these enforcements across policy violations, unlike
online communities which, for example, investigate harmful
speech and misinformation before content removal but re-
move copyright violation content immediately [68, 74]. One
exception is certain legal violations, where service providers
may take additional legal action on both input and output. For
instance: “We report apparent child sexual abuse material
(CSAM) to the National Center for Missing and Exploited
Children.”(ChatGPT’s Usage Policy).

4.3.2 What Users Can Do After Being Moderated?

Similar to policies of online communities [68], we noticed
policies of GAI online tools give users few options after they
get moderated. While most of the tools have terms for le-
gal disputes, user appeal after general content moderation is
not well specified in the current GAI online tool policies for
the tools we examined — only 5/14 tools we studied clearly
outline non-legal appeals users can engage in after getting
moderated. Furthermore, most appeals are only applicable
to redress account restrictions, rather than content-targeted
enforcement like blocked input and removed output.
Beyond simple user appeals, there is still little that can be
done after content moderation. We observed that none of the
tools except three talk about user feedback if they think any
content-targeted responses of moderation are questionable.
We even found an extreme case, where the service provider
does not offer an appeal or ask for any feedback but asks users
to try again if the output gets moderated: “Q: Why are some



of my images blurred? [...] [T]he model will blur out any
content that may be considered inappropriate or offensive.
[...] If you are unhappy with the results, you can always try
again with a different prompt.” (DreamStudio’s FAQ).

5 Study 2: Reddit Study Methodology

To answer our second research question, we conducted a case
study focusing on content moderation when users engage in
AIGC creative tasks such as creating fiction and art. To do
so, we analyzed Reddit posts on discussions about content
moderation experiences in AIGC creative tasks using GAI
online tools. Our approach follows one that is commonly used
in prior works to gain real-time insights from people, such
as understanding user perceptions and reactions after content
moderation in online platforms [48,52], by qualitatively an-
alyzing online discussions. We performed a keyword-based
search in GAI online tool-related subreddits and then man-
ually filtered out irrelevant posts, creating the final Reddit
dataset for analysis. Finally, we performed qualitative analy-
sis on randomly selected posts and corresponding comments
from our dataset.

5.1 Reddit Post Collection

We performed Reddit post collections in October 2024
through keyword-based searching. We started by deciding
which subreddits to focus on and creating a keyword list of
content-moderation-related words. Next, we scraped Reddit
posts through the Python Reddit API Wrapper (PRAW),’
and did another round of manual filtering to get the posts we
wanted.

Subreddits Choice. Our selection of subreddits for data
collection follows two criteria. First, we only included subred-
dits that solely discuss tools in our list from Study 1 (§3.1), to
exclude discussions on content moderation beyond GAI on-
line tools. For example, most posts discussed AIGC creation
in r/aiArt, but we did not include this subreddit since it was
difficult to determine if a discussion was about using GAI on-
line tools. We also only considered subreddits within the top
5% of all subreddits, to collect high-quality discussions from
active communities. Complying with the two criteria above,
we finally selected seven subreddits to perform data collection
(ordered in size): r/chatgpt, r/midjourney, r/dalle2, r/claudeAl,
r/Bard, r/dalle, and r/perplexity_ai.x Discussions on these sub-
reddits span six GAI online tools: ChatGPT, Claude, Copilot
(DALL-E image generator only), Gemini, Midjourney, and
Perplexity Al

Keyword List Creation. Referring to prior works on ana-
lyzing public discussions of online platform content modera-

"https://praw.readthedocs.io/en/stable/

8We excluded r/NovelAl since we found NovelAl has enforced almost
no content moderation, based on Study 1 analysis and discussions in this
subreddit.

tion [48,52], we picked 12 words that were frequently used
when talking about content moderation: ‘moderate’, ‘censor’,
‘ban’, ‘block’, ‘suspend’, ‘restrict’, ‘warn’, ‘flag’, ‘appeal’,
‘violate’, ‘terminate’, and ‘remove’. Using these keywords,
we first performed an open search in r/chatgpt and r/dalle2
through the Reddit website, where two researchers reviewed
25 posts per subreddit related to content moderation in AIGC
creative tasks, to get a sense of the common discussion themes.
Four additional keywords frequently used in those posts were
identified: ‘content policy’, ‘guardrail’, ‘filter’, and ‘refuse’.
These collective keywords made up the final keyword list that
we utilized for data collection.

Scraping Posts. We searched and recorded posts via
PRAW with either a title or selftext (content of the original
post) containing at least one of the keywords in our list. We
used all forms and tenses of the keywords in this process. For
example, when matching for the keyword ‘censor’, we used
‘censor’, ‘censored’, ‘censoring’, and ‘censorship’. We did not
apply time constraints in searching, indicating that all posts
from when the subreddits were established to October 2024
(the time of data collection) were under the search scope. We
collected a total of 5185 posts through this process.

Dataset Cleaning. We noticed a high false-positive rate
on our collected posts, due to the broad scope and context of
keywords used beyond content moderation in AIGC creative
tasks. To reduce the high false-positive rate, we manually
checked all posts and filtered out the irrelevant ones. To be
specific, three researchers checked the selftext of each post,
only keeping those that discussed a general opinion on con-
tent moderation in GAI online tools, or a user experience of
being moderated when engaging in AIGC creative tasks using
GALI online tools. After that, we utilized PRAW to get all
corresponding comments on the remaining posts. We cleaned
up the comments by removing those shown as ‘[deleted]” or
‘[removed]’. Through this process, we retained 1123 posts
and 33465 corresponding comments, constructing our Reddit
dataset.

5.2 Data Analysis

Due to the high volume of posts and comments, we analyzed a
portion of the dataset rather than the whole dataset, following
the common practice in prior works conducting qualitative
analysis on Reddit (e.g., [48,52,78]). We randomly selected
130 posts from our dataset, which corresponded to 3839 com-
ments, for our data analysis. All posts and corresponding
comments were imported into MAXQDA for further analysis.
The statistics of the final Reddit dataset and sampled posts for
data analysis are shown in Table 2 in the Appendix.

We performed an iterative, deductive coding and thematic
analysis. First, we ran another random sampling to split our
sampled dataset into 30 posts (971 comments) and the other
100 posts (2868 comments). The first author then reviewed
and performed an initial coding on the set of 30 posts and



corresponding comments to build the codebook. During this
process, the research team held regular meetings to review
sampled posts, discuss questions, and refine the codebook.

All 130 posts and corresponding comments were then
coded iteratively by three researchers using the codebook.
First, all posts were divided equally into three sets with a
comparable number of comments and assigned to each coder
for primary coding. These sets were later reassigned among
the coders for secondary coding, ensuring that each post and
comment was coded by at least two coders. Three coders met
regularly to discuss the coding progress, compare each other’s
codes, and solve discrepancies during secondary coding. We
did not calculate IRR, as the iterative analysis was informed
by our data and all disagreements were resolved during the
process [3,57].

We reached thematic saturation midway through analyzing
these 130 posts—where no new codes emerged—indicating
that our analysis was comprehensive for extracting qualitative
findings [67]. Thus, we did not sample additional posts.

5.3 Limitations and Ethics

We acknowledge a few limitations of our Reddit study. First,
our data collection only covered discussions on six GAI online
tools. We also observed an uneven distribution of Reddit dis-
cussions across different tools. For instance, while discussions
on content moderation in ChatGPT are extensive, we found
only seven related posts about Perplexity Al. Additionally,
our analysis was limited to a sample set of user perceptions
posted in public discussions. Therefore, without a broader
analysis, our study may not have assessed all successes and
failures around content moderation policy enforcement.

Although all posts and comments we collected and ana-
lyzed are publicly accessible, there are potential privacy viola-
tions for the users who post them, a widely acknowledged eth-
ical concern of social media and Reddit research [20]. There-
fore, when reporting any post or comment in the paper, we
removed all identifying information and adjusted some word-
ing into synonyms to prevent a direct search. Moreover, the
Reddit study was reviewed by our Institutional Review Board
(IRB) before the data collection.

6 Study 2: Reddit Study Findings

In this section, we present findings on how content moderation
policy enforcement in GAI online tools succeeds and fails
(RQ2), from the case of user experience of using these tools
for AIGC creative tasks.

6.1 Successes of Moderation System: Blocking
Malicious AIGC Creation Attempts

Based on user-shared examples in public Reddit discussions
we analyzed, we found that moderation systems in GAI online

tools are generally effective in detecting and blocking AIGC
creations and requests that maliciously violate moderation
criteria, such as requests for or generated content involving
pornography, scams, or hate speech. We observed instances
where users posted about how problematic AIGC creations
were either denied at the request stage or immediately re-
moved after generation across all six GAI online tools.

We found users posted about their satisfaction and appre-
ciation with current content moderation enforcement for 3/6
tools, regarding its success in blocking malicious attempts.
Some users strongly recognized the potential harms of mali-
cious AIGC and, therefore, appreciated the comprehensive
moderation criteria and moderation systems that GAI online
tools employ to successfully protect individuals and society
from harmful content. This is exemplified by a user who com-
mented on a request for porn to be moderated in ChatGPT’s
DALL-E: “Basically no deep fake images that could be used
to falsify evidence of adultery [are allowed]. I'm really glad
this sort of thing wasn’t available in my teens, and that [Ope-
nAl] is protecting people from it now.”

6.2 Failures of Moderation Pipelines: Modera-
tion System and User Support Failures

Despite evidence that moderation systems effectively block
malicious AIGC creation, we found that many users discussed
failures in the current moderation practices on GAI online
tools when performing AIGC creative tasks. These cases span
not only the moderation systems themselves that failed to
make justified moderation decisions (§6.2.1), but also the post-
moderation stages, where service providers failed to assist
users in understanding and redressing moderation decisions
(§6.2.2). Although some user-reported moderation failures
here resemble those in online communities (e.g., biased and
inconsistent moderation in social media [33,51,83]), their im-
pact on user experience extends beyond the frustration recog-
nized in moderation failures within online communities [59] —
moderation failures in GAI online tools have hampered the us-
ability and capability of GAI, “making [the tool] completely
useless” for users. Next, we expand on how users perceived
failure cases of the moderation system and user support, and
how they blocked the usability of GAI online tools for AIGC
creativity tasks.

6.2.1 Failures in Moderation System Decision-Making

According to public Reddit discussions we examined, users
frequently talked about how the moderation systems, espe-
cially the algorithmic and automatic ones, behaved inaccu-
rately, inconsistently, and unreasonably when GAI online
tools were used for AIGC creative tasks. While similar failure
cases have been shown by researchers through model testing
and auditing (e.g., [54]), we observed that users developed
their own ‘folk theories’ — collective understanding of sys-



tem operation based on personal knowledge [15] — on how
and why moderation systems fail in real use cases.

Failure in Mitigating False-Positive Rate (5/6 tools).
When discussing the moderation system inaccuracy, users
frequently posted the pervasive false-positive moderation de-
cisions — where users were moderated for using harmless
prompts to generate AIGC that was not intended to violate
any rules. Users discussed that some false positives were just
random bans issued by moderation systems [31], or because
their prompts resulted in arbitrary malicious outputs due to
the randomness of GAI output [24, 73]. As a comment rea-
soning a random false-positive moderation case in Copilot’s
DALL-E: “That [harmless input] still allows for random im-
agery that you aren’t in control of. You’ve input token words,
but whatever is composed might break the filters. It’s just an
RNG game with loosely curated results.”

Meanwhile, users also reported that some false positive
decisions to stop a request from being processed might be
owing to the over-sensitive input moderation. Users observed
a high likelihood of requests blocked if they were using input
with, or requesting content correlated to moderation criteria,
even if their requests were not to create AIGC that violated
policy. For example, requesting images of children could
be falsely flagged as child abuse. Furthermore, many posts
mentioned the over-sensitivity of banning inputs containing
certain words. This input moderation strategy, although not
explicitly detailed in any policy because of its ambiguity in
disclosing details of moderation methods (§4.2.1), was widely
recognized by users as being implemented in image genera-
tion tools such as Midjourney and DALL-E. A ChatGPT’s
DALL-E user wrote: “When asking for a portrait of a per-
son, ‘headshot’ is banned. Of course, it is for violent reasons.
But double meanings in English abound.” Table 3 in the Ap-
pendix presents examples of false-positive moderation on
input related to each moderation criterion.

Policies acknowledged that there could be false-positive
moderation (§4.2.1), and users spoke of circumventing these
cases through tricks like jailbreaking [43,91]. Yet, many users
argued that the frequency of false-positive moderation in prac-
tice was excessively high, which impaired normal tool us-
age and frustrated users. A former ChatGPT’s DALL-E user
shared their experience: “I got too many warnings for noth-
ing [...] I just find myself thinking of something to try, then
becoming afraid of triggering arbitrary warnings, and then
Jjust not trying anything. It’s resulted in me just not using it.”’

Failure in Making Moderation Decisions Consistently (5/6
tools). Users also discussed the inconsistency of moderation
systems — where moderation systems’ behaviors varied across
different users or responded differently to similar or iden-
tical requests that should uniformly be either moderated or
allowed. For example, a Copilot’s DALL-E user questioned
the moderation system when two requests to create copy-
righted content produced different outcomes, where one was

processed while the other was moderated: “I tried ‘Batman
and Catwoman getting married’ and got caught by the filter.
Somehow ‘Nightwing and Starfire getting married’ worked.”

Most inconsistencies could be attributed to the inherent
bias of moderation algorithms [6, 54], as well as the random-
ness of algorithmic moderation systems and GAI output, as
some users also realized. Some other users attributed this to
intentional unfair enforcement in moderation, speculating that
undisclosed implicit or non-transparent rules existed in GAI
online tools. For example, a ChatGPT user speculated that
the moderation systems work differently in different accounts
based on prior user behavior: “Sometimes I think ChatGPT
works differently based on previous interactions. It always
quit with my friends who constantly try to break it, but it let
95% of my attempts pass.” Some users, however, expressed
distrust of service providers regarding potential implicit or
non-transparent rules. A ChatGPT’s DALL-E user criticized:
“I tried to use a prompt with Elon Musk’s name in it. That’s
not allowed. Neither is Joe Rogan [...] But I'm allowed to use
other high-profile people’s names? Seems like the Developers
are letting their personal bias get in the way.”

Failure in Enforcing Moderation Criteria Regarding the
Context of Tasks (6/6 tools). Researchers have found that
GAI content moderation guardrails overly-censored cultural
content through algorithmic auditing [54, 62]. This finding
aligns with real user experiences — many discussions we in-
vestigated highlighted frequent and extensive restrictions in
doing AIGC creative tasks. Although many moderation cases
broadly aligned with the moderation criteria (§4.1.2), users
argued that these decisions should be reconsidered in the con-
text of AIGC creative tasks, feeling they were being overly
restricted.

Users frequently reported moderation examples when they
were creating fictional, horror, and fantasy writing and art,
with prompts and AIGC creations being flagged as harmful
or violent. Another type of content users reported frequently
being prohibited was romance and artistic content, which
was classified as sexual. We also found various and scattered
discussions on the requests being blocked or the AIGC cre-
ations being removed, spanning requests for historical materi-
als, autobiographies, educational materials, propaganda, and
creations involving jokes, sarcasm, or profanity. Users also
perceived divergences from their requests in writing tasks as
over-restrictive moderation practices. They reported that the
generated writing was often rendered plain or positive, failing
to write debatable topics even without policy violations. We
note that this phenomenon mainly arose from value alignment
of LLMs — a process of fine-tuning models to produce re-
sponses that adhere to widely accepted opinions [27,34] —
rather than content moderation mechanisms. Table 4 in the
Appendix lists examples of AIGC creative tasks users tried to
complete or completed with harmless intentions, when they
felt they were over-restricted under each moderation criterion.

Users argued that the one-size-fits-all moderation enforce-



ment failed to consider user intentions and the intended use of
AIGC, thereby risking normal creative processes. A ChatGPT
user posted: “Even if the generated text is about something
bad, it could potentially still be used for good. A story set in
medieval times will probably contain fighting and violence.
The story can still be considered good if people like reading
it.” Users spoke of how the broad definition of problematic
content was, in some cases, essential for certain creations
like fictional writing and art. As a ChatGPT’s DALL-E user
argued: “I agree that depictions of violence and some nu-
dity should be perfectly fine to generate as long as they’re
not photorealistic or otherwise problematic. After all, both
are extremely prevalent in art.” Moreover, users stated that
without awareness of the context of moderation enforcement,
the GAI online tools were now more restrictive than most
digital and physical platforms. For example, many moderated
requests were intended to generate content that, according
to users, was “perfectly acceptable on network TV”, or even
“permissive in books marketed at early teens”.

Meanwhile, users complained about overly restrictive mod-
eration enforcement on AIGC creative tasks because they
limit GAI’s creativity and generative capabilities. For exam-
ple, a representative comment by a Gemini user spoke of
getting moderated in writing political and historical topics:
“These experiences lead me to believe that Gemini’s strict con-
tent filtering significantly limits its ability to engage in a wide
range of topics, potentially hampering its usefulness.”

6.2.2 Failures in Supporting Users After Moderation

In public Reddit discussions we analyzed, users frequently
expressed frustration over their experiences after being mod-
erated. They discussed unclear explanations of moderation
decisions, ambiguous policies that hamper the reasoning of
moderation decisions, and limited assistance provided in user
appeals. Failures in supporting users after moderation further
undermine the usability of GAI online tools.

Failure in Providing Clear Explanations of Moderation
Decisions (5/6 tools). Users expressed their confusion about
the explanations provided when GAI online tools moderated
their input or output. Similar to what happens after content
removal in online communities [59], when users got moder-
ated in a GAI online tool either resulting in system refusal or
account ban, they sometimes received only a generic notice
of policy violation or experience a plain system-generated
refusal like “I can’t assist with that request”. These responses
typically lacked specific details about where, what, and how
the policies were violated.

In text and multi-modal generation tools, even if users ob-
tain a GAl-generated detailed explanation of moderation de-
cisions, it might further confuse the users not because of the
lack of response transparency, but due to the hallucination of
GALI output [94]. As reported by users in ChatGPT, Claude,
and Gemini, they could always ask the system to generate

the reason their input or output got moderated. However, the
explanations generated by GAI were nonsensical. A Chat-
GPT’s DALL-E user shared: “I had one image out of four
hit the censorship today, was doing pencil sketches of foxes.
I asked why they were censored, and ChatGPT said it didn’t
know why.” Another ChatGPT user reasoned this phenomenon
as: “ChatGPT doesn’t actually know why the content policy
kicked in. If you ask, it will just make up something based
on the prompt. But the real reason isn’t actually known by
it.” Unreasonable justifications generated by GAI systems
were also observed when the system returned a refusal with
an explanation directly. As an example shared by a Gemini
user: “I asked it to write a script for an ASMR video featuring
hypnosis and finger snaps and it refused because it could be
dangerous and should be done by a professional.”

Failure in Presenting Clear Moderation Criteria in Poli-
cies (3/6 tools). Regardless of the widely acknowledged
content moderation criteria in policies (§4.1.2), users argued
that these criteria often lacked details or, in some cases, were
not provided at all. Some users questioned the clarity of mod-
eration criteria explanations. For example, a Midjourney user
remarked: “[The explanations are] all kinds of vague. ‘Avoid
nudity but also avoid fixation on the naked breast.” So is the
male torso OK or not?” The problem of unclear criteria was
particularly severe in image generation services that blocked
input containing certain words, as none of them provided a
list of banned words to the public. Many users argued that
service providers should address this lack of transparency by
presenting the banned word, along with explanations for why
each word was prohibited. As a ChatGPT’s DALL-E user crit-
icized: “How as a user am I supposed to know all of the ‘no’
words when I'm trying to edit an image and each bad strike
counts towards a hidden ‘ban’ counter? [...] A product should
clearly define what is and what is not acceptable through its
10S. If a prompt is ‘bad’, the reason should clearly be spelled
out so that a user knows not to pursue that. ”

The unclear moderation criteria, along with users receiving
what they perceived as inadequate and unreasonable explana-
tions after moderation, left users without a reliable framework
to interpret moderation decisions. When triggering modera-
tion, users relied on self-reasoning about how the moderation
system made the decision, which policies they might have
breached, and if the moderation decision was a system failure.
This situation, users argued, severely compromised the tool’s
usability. A ChatGPT user wrote: “Now imagine having to
redo a message 10 times to find exactly what words trigger
the filter. I'm not left with a lot of messages to do my thing.”

Failure in Effectively Supporting User Appeals (3/6 tools).
User appeals were not widely acknowledged in policy (§4.3.2).
Nevertheless, many conversations we examined mentioned
how badly the existing appeal process functioned, echoing
what happened in online communities [59]. When appealing
decisions where their account were restricted on a GAI online



tool due to content moderation, users often faced long wait
times for a final decision, or sometimes, never received a re-
sponse at all. Users mentioned that this situation could occur
when appealing to the moderation system failures as well.
A user who was previously banned by OpenAl because of
moderation from DALL-E wrote: “It took a solid 5 months to
get my account back. It’s a massive problem that your account
can be terminated for innocent mistakes, and it takes that long
to recover it.” Meanwhile, users who appealed or submitted
feedback regarding moderated content also reported that the
process was sometimes ineffective, not only in having their
creation requests reconsidered but also in obtaining an ex-
planation for the moderation decision. A Midjourney user
wrote: “Now I try to appeal and it just gives me this: ‘Sorry!
Our Al moderator thinks this prompt is probably against our
community standards. Please review our current community
standards...”” Because of the broken appeal pipeline, some
users would not even consider appealing even when facing
severe problems. As a Midjourney user who received massive
arbitrary false positive moderation on their creations acknowl-
edged: “I know I can contact support, but that takes time and
effort every time.”

7 Discussion

Our policy analysis shows content moderation policies in GAI
online tools are fairly comprehensive but lack details (§4).
Through investigating user perceptions, we also reveal that
content moderation in GAI online tools succeeds in block-
ing the majority of malicious content generation but users
feel that they fail in making justified moderation decisions
and providing post-moderation support (§6). Based on our
findings, we outline implications for improving GAI content
moderation policies and enforcement below.

7.1 Improve Moderation Policy Outline

Similar to content moderation policies in online communi-
ties, we found content moderation policies in GAI online
tools were scattered on multiple pages (§3.3) and that most
tools lack a dedicated section outlining all rules for prohibited
inputs and outputs (§4.1.1). We also found that content mod-
eration policies for GAI online tools and their related online
communities (e.g., image generation tools that are built with
or integrated into online communities) are mixed up together
(§4.1.1), making it difficult to distinguish policies for the GAI
from policies on posting to a corresponding online commu-
nity. Given the trend of integrating GAI services into online
communities (e.g., [79]), this could deepen the problem for
both external regulators to check legal compliance at scale
and users to seek guidance on content generation using a
GAI product, similar to the case of online communities with
unstructured policies [68]. We, therefore, recommend that

GAI products establish a unified and clear policy struc-
ture for presenting content moderation rules. This should
include establishing dedicated policy pages for all GAI con-
tent moderation policies, and separating moderation rules for
GAI input and output from those on GAl-associated online
communities.

Moreover, we found content moderation policies in GAI
online tools commonly lack detailed user-driven moderation
methods or provide information on user appeal when they
are moderated (§4.2.2, §4.3.2). Online communities heavily
rely on collective user action for detecting problematic con-
tent to overcome challenges of platform-driven moderation,
such as inaccuracies and biases in algorithmic detection, the
sheer volume of user-generated content that burdens human
moderators, and socially contextual boundaries of issues like
misinformation and discrimination [68, 72, 84]. In GAI prod-
ucts, similar issues exist in moderation systems, with the chal-
lenges further amplified by the unpredictability [24,73] and
biases [27] of GAI outputs. Researchers have been advocating
for collective user involvement in GAI safety, e.g., through
user-driven GAI output auditing [14] and user-driven value
alignment [16]. Therefore, we strongly recommend GAI prod-
ucts set up detailed procedures with clear steps for user
feedback on problematic GAI output that are not detected
by moderation systems. A robust user appeal pipeline can
also provide a feedback mechanism to collect information on
questionable moderation decisions, beyond supporting users
after moderation.

7.2 Balance Usability and Safety in Modera-
tion

We found users spoke of how moderation systems success-
fully blocked malicious AIGC creative tasks in GAI online
tools in public discussions (§6.1). Simultaneously, we per-
ceived that user-experienced failures of moderation systems
in AIGC creative tasks were often linked to the censorship
of normal requests (§6.2.1). In online communities, the trade-
offs between free speech and maintaining community safety
as well as the boundaries for content moderation have been
long debated (e.g., [49]). For instance, artists argued that cen-
sorship of nudity in artwork prevents them from contributing
to the creative community and engaging with other artists [63].
Our findings highlighted a similar tension between GAI tool
usability, creativity, and safety in content moderation enforce-
ment.

One direct approach to promote user safety while ensur-
ing GAI usability is to improve the accuracy and context
awareness of GAI moderation systems, as stakeholders have
constantly worked on (e.g., [93]). We found user frustrations
about outright user request denials and GAI output blocks that
completely disrupt normal use, especially when caused by
moderation system decision-making failures (§6.2.1). There-
fore, GAI products could employ soft moderation for user



input and GAI output. In online communities, soft mod-
eration is when a platform issues a warning of content or
decreases the content visibility in recommendation feeds, in-
stead of direct content removals or account bans [74,92]. Sim-
ilar strategies have already been adopted in real-world GAI
products, with evidence indicating that they can improve both
usability and user satisfaction. A prior work found that users
are most frustrated with direct denials without explanations
when making LLM requests, but are more satisfied when a
diverted task from the original request is fulfilled [88]. We,
furthermore, recommend a primary use of soft moderation
if there is a chance of moderation system failures. That is,
when there is a high likelihood of falsely moderating input or
output, the system should mask the content, issue a warning,
or generate a modified output, instead of completely blocking
or removing the content.

Our findings also highlight user-reported issues of modera-
tion systems making decisions without sufficient awareness
of task context (§6.2.1). In response, GAI products could
also deploy personalized content moderation guardrails,
where users can adjust contextualized input and output fil-
ters for different tasks. This could be similar to the approach
used in online communities for users to configure their safety
preferences and personalized filters to customize if, and to
what extent, they are exposed to disturbing content [39]. We
note that personalized content moderation guardrails carry
potential risks, including abuse by malicious users and misuse
by minors. Therefore, deploying this feature requires care-
ful consideration of the extent to which guardrails can be
personalized, limiting access to users with a positive usage
history (i.e., no malicious use or jailbreaking attempts), and
incorporating features like parental controls.

7.3 Make Moderation Pipeline Transparent

When using GAI online tools for AIGC creative tasks, users
not only encounter moderation system failures that result in
unreasonable decisions but also experience frustration due
to the lack of explanations for these decisions, as well as the
absence of an effective user appeal process (§6.2.2). The lack
of transparency and user support in the moderation pipeline
has already been widely discussed in the context of online
communities [59, 83]. We, however, consider this situation to
be more detrimental to the user experience of GAI products,
given how moderation systems in GAI products function at ev-
ery stage from user input through output generation progress,
to output endpoint. This is unlike online communities that
solely host and moderate user-generated content.

Therefore, we suggest that GAI products implement a sup-
portive pipeline for users after they are moderated. They
should provide clear explanations and customer support
after moderation about which stage their generation request
was moderated and which moderation criteria were possibly
breached. This would help users to interpret at which stage

they were moderated and reason about whether a moderation
decision results from randomly generated malicious output or
stems from inherent biases and inaccuracies within the moder-
ation algorithm. This will also help users understand why their
content or accounts were restricted, offering transparency and
clarity in the decision-making process.

Additionally, we found user complaints about the insuffi-
cient details of moderation methods in policies, which aligns
with our findings from the policy analysis (§4.2.1, §6.2.2). To
address this issue, GAI product service providers should fur-
ther elaborate on how the moderation system operates in
each stage. This is especially critical for automatic methods,
as content moderation criteria in policies and metrics used by
algorithmic moderation are sometimes misaligned [4]. If an
approach using implicit rules, like blocking input with specific
words, is adopted, policies should also present these implicit
rules, such as making the complete ban word list visible to
users.

8 Conclusion

We analyzed GAI online tool content moderation policies,
finding that these policies resemble those of online commu-
nities but place emphasis on governing inputs and outputs,
employing unique detection methods and response strategies
for problematic content. While policies in GAI online tools
comprehensively outline content moderation practices from
criteria to enforcement, they lack provisions for user-driven
moderation methods and appeal pipelines. We also analyzed
public discussions about the GAI online tool moderation for
AIGC creative tasks on Reddit. We found that while modera-
tion systems effectively block malicious AIGC creation, users
frequently discuss instances where these systems fail to make
justified decisions and do not provide enough information
about moderation decisions. We suggest that the GAI prod-
uct policy structure can be improved, with more information
on users’ roles in content moderation and user appeals, and
providing better explanations for why and when moderation
occurs. Future work can study additional GAI products and
conduct user studies to build on our findings.

Ethical Considerations

We identified no ethical concerns in the policy analysis study,
as all the web pages we collected were publicly available,
not linked to any individuals, and gathered without the use
of scraping tools. We also did not require ethical reviews for
the policy analysis study. The Reddit study was reviewed and
approved by our institutional IRB before data collection. To
protect the privacy of users who made Reddit posts and com-
ments we collected, we removed all identifiable information
and slightly adjusted the wording of each quote we reported
in the paper.
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dit dataset (Reddit posts collected for Study 2: Reddit Study)
with the codebook for analysis. This artifact can be found at
https://doi.org/10.6084/m9.figshare.29257187.

We have not made comments corresponding to the col-
lected Reddit posts publicly available due to the ethical con-
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Dataset Sample for Analysis
Subreddit Post Comment Post Comment
r/chatgpt 335 17090 38 2069
r/midjourney 216 4383 24 473
r/dalle2 240 5423 33 686
r/claude Al 169 4230 17 280
r/Bard 142 2223 16 322
r/dalle 14 75 1 6
r/perplexity_ai 7 41 1 3
Sum 1123 33465 130 3839

Table 2: Statistics of Reddit dataset and random sample for analysis

Restrictions Examples of Over-sensitive Input Moderation

Harmful Content 1 tried earlier to generate an image of a mother and child but it refused to do so. I took the child out
of the request and it worked great. Not being able to generate images of minors in compromising
situations is one thing, but to filter it out entirely is too restricting. (Gemini, r/Bard)

Content that Violates  I’'m just trying to brainstorm some lyric ideas for Al music and half the time it works fine other half

Other’s Rights Claude tells me they can’t write music. I’'m not even telling it to copy someone’s style or anything. 1
usually give it a rough few lines I wrote and then it spits nothing out. (Claude, r/ClaudeAl)

Sexual I had issues simply with “the 2 characters’ foreheads are touching in a display of tenderness and
affection.” (ChatGPT’s DALL-E, r/chatgpt)
Violence 1 tried to make a kitchen image. Cutting board was banned due to cutting. (Midjourney, r/midjourney)

Table 3: Content moderation criteria and corresponding examples of false-positive input moderation. Note that the criteria
‘content that is not appropriate for everyone’ is split into ‘sexual’ and ‘violence’ when elaborating examples.

Restrictions Examples of Over-restrictions

Harmful Content Then you mention the bank robber likes to kick puppies. Or that they’re actively targeting a bank in a
spot with a vulnerable population, which is a very logical thing for a bank robber to do [...] “Oh no, I
can’t write anything condoning kicking puppies or assaulting vulnerable people.” (Claude, r/claudeAl)

Content that Violates [ tried to put a photo of myself in the editor and it said ‘This violates our terms of service.” (Midjourney,

Other’s Rights r/midjourney)

Misleading Content 1 asked it to generate an image of the 6th Army sieging Kingslanding and it refused because the 6th
Army is real and Kingslanding is fantasy. (Gemini, r/Bard)

Sexual All of my generated articles were just removed after I included a passage mentioning an adult work on
sexuality and gender studies in my prompt. (ChatGPT, r/chatgpt)

Violence The censorship has gotten so out of hand that I can’t generate pictures with a halloween theme because
they have ‘blood’ in the prompt. (Midjourney, r/midjourney)

Value Alignment I have a fight scene and if the hero ever even remotely has anything bad happen, they instantly rebound
with great courage and become a role model to everyone, vanquishing the baddie for all time. (ChatGPT,
r/chatgpt)

Table 4: Content moderation criteria and corresponding examples of over-restrictions. Note that the criteria ‘content that is not
appropriate for everyone’ is split into ‘sexual” and ‘violence’ when elaborating examples. Value alignment is also included here.
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