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Abstract

Video anomaly detection (VAD) is essential for enhanc-
ing safety and security by identifying unusual events across
different environments. Existing VAD benchmarks, how-
ever, are primarily designed for general-purpose scenar-
ios, neglecting the specific characteristics of smart home
applications. To bridge this gap, we introduce SmartHome-
Bench, the first comprehensive benchmark specially de-
signed for evaluating VAD in smart home scenarios, focus-
ing on the capabilities of multi-modal large language mod-
els (MLLMs). Our newly proposed benchmark consists of
1,203 videos recorded by smart home cameras, organized
according to a novel anomaly taxonomy that includes seven
categories, such as Wildlife, Senior Care, and Baby Moni-
toring. Each video is meticulously annotated with anomaly
tags, detailed descriptions, and reasoning. We further in-
vestigate adaptation methods for MLLMs in VAD, assessing
state-of-the-art closed-source and open-source models with
various prompting techniques. Results reveal significant
limitations in current models’ ability to detect video anoma-
lies accurately. To address these limitations, we introduce
the Taxonomy-Driven Reflective LLM Chain (TRLC), a new
LLM chaining framework that achieves a notable 11.62%
improvement in detection accuracy. The benchmark dataset
and code are publicly available at https://github.
com/Xinyi-0724/SmartHome-Bench-LLM .

1. Introduction
Video anomaly detection (VAD) identifies unexpected
events to monitor and mitigate risks, thus improving se-
curity across diverse public spaces, including campuses,
pedestrian zones, and crowded scenes [11, 12, 15, 37, 39].
A range of supervised, weakly-supervised, one-class classi-
fication, and unsupervised methods has been proposed to
generate anomaly scores for videos [20, 29, 43, 46, 54].
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Figure 1. (a) Statistics for event categories and anomaly tags in the
SmartHome-Bench dataset. (b) Overall anomaly detection accu-
racy of various adaptation methods across seven event categories,
using Gemini-1.5-pro.

However, most of these methods cannot provide descriptive
rationales to support their predictions. Offering clear ratio-
nales can help users understand which behaviors or events
are flagged as anomalies and why, fostering trust in the
system’s assessments. Multi-modal large language models
(MLLMs), with their substantial model size and capabil-
ity to learn from extensive training data [2, 9, 17, 18, 41],
demonstrate exceptional performance in multimodal tasks.
Additionally, their generative nature enables them to make
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anomaly predictions and generate rationales, improving the
transparency and trustworthiness of VAD [32, 35].

Researchers have assessed MLLMs for VAD in various
domains [7, 28, 50, 56]. For example, LAVAD [55] focused
on detecting crimes and violent behaviors using the UCF-
Crime [39] and XD-Violence [47] datasets, while Anoma-
lyRuler [53] focused on pedestrian anomalies related to
biking or jumping using the ShanghaiTech [25], UCSD
Ped2 [21], and CUHK Avenue [27] datasets. However,
these studies focus on public spaces, overlooking anomalies
within private environments like smart home scenarios. Un-
like the goals of VAD in public environments, VAD in smart
homes centers on more personal concerns, such as minimiz-
ing property damage, protecting vulnerable residents (e.g.,
young children and elderly family members), and monitor-
ing pets and wildlife [3, 38, 58]. While anomalies in smart
homes may overlap with incidents in public spaces, such as
crimes, they also involve many unique events rarely seen in
public, like a baby climbing out of a crib or a bear entering a
backyard. It remains unclear whether existing methods can
effectively handle VAD in smart home scenarios. This study
aims to fill the gap by evaluating the feasibility of MLLMs
for VAD in smart home scenarios.

In particular, we identify two major research gaps: (1)
the absence of a dedicated benchmark for VAD in smart
home scenarios, and (2) the under-exploration of adaptation
strategies for MLLMs in VAD. To address the first gap, we
propose SmartHome-Bench, a benchmark dataset of 1,203
videos featuring distinct anomaly events, such as wildlife
encounters, senior care incidents, and baby monitoring is-
sues, all collected from smart home cameras. Each video
is manually annotated with anomaly tags, detailed descrip-
tions, and reasoning, positioning SmartHome-Bench as an
ideal instructional dataset for advancing MLLM research
and development in VAD. Dataset statistics are provided in
Figure 1a.

To address the second gap, we conduct experiments fo-
cused on two key aspects: adaptation methods and base
MLLMs. We implemented a diverse set of adaptation tech-
niques for MLLMs, including standard prompting (zero-
shot, chain-of-thought, and few-shot), contextual strategies
(in-context learning), and our proposed Taxonomy-Driven
Reflective LLM Chain (TRLC). These adaptations are ap-
plied across both state-of-the-art open-source and propri-
etary MLLMs. By evaluating these off-the-shelf models,
we aim to harness their instruction-following capabilities,
assessing both their anomaly detection performance and the
quality of model-generated descriptions and rationales.

Our findings indicate that current MLLMs often strug-
gle to deliver satisfactory performance using basic prompt-
ing alone. In contrast, the TRLC framework, which inte-
grates taxonomy-driven rules and self-reflection modules
into MLLM chains, significantly enhances MLLM capa-

bilities for VAD in smart home scenarios. This method
achieves a remarkable 11.62% improvement in anomaly
detection accuracy over zero-shot prompting and outper-
forms all standalone prompting approaches across five out
of seven event categories, as shown in Figure 1b.

In summary, our contributions are threefold:
• We introduce SmartHome-Bench, the first benchmark for

VAD in smart home scenarios, featuring a dataset of 1,203
videos annotated across seven event categories.

• We evaluate both closed-source and open-source MLLMs
using various adaptation methods, offering insights for
optimizing model performance and prompt design.

• We propose the TRLC, a novel LLM chaining framework
that improves overall VAD accuracy by 11.62% com-
pared to the zero-shot prompt approach.

2. Related Work

Video Anomaly Detection. MLLMs have been exten-
sively applied in VAD recently. For instance, Holmes-VAD
[56] processes untrimmed video with user prompts to pro-
duce frame-level anomaly scores and explanations for de-
tected anomalies. CALLM [34] integrates a 3D autoen-
coder and a visual language model into a cascade system
to predict anomalies. However, MLLMs have rarely been
tested in VAD for smart home scenarios, where most meth-
ods primarily rely on motion detection algorithms, statisti-
cal models, or basic machine learning techniques to detect
unusual behaviors or patterns [31, 38, 51]. For example,
Withanage et al. [45] used depth cuboid similarity features
with RGB-D imaging to detect falls, aiming to support in-
situ assistance for fall incidents in the context of indepen-
dent living for the elderly. Liu et al. [24] transformed fall
detection into a sparse recognition problem of the signal,
incorporating visual shielding for enhanced privacy pro-
tection and recognition accuracy. Despite the potential of
MLLMs, there remains a lack of benchmark datasets for
smart home scenarios, preventing comprehensive evalua-
tion and adaptation of these models. Our work addresses
this gap by introducing SmartHome-Bench, a benchmark
specifically designed for VAD in smart home scenarios.

Benchmark for MLLMs. Recent advancements in
MLLMs [1, 2, 9, 17, 23, 42] have opened new avenues
for processing diverse data types, including video, audio,
and text. As a result, benchmarks designed to assess
MLLM performance on video-related tasks have become
increasingly important. Existing benchmarks like Flamingo
[2] and VideoVista [22] demonstrate the effectiveness of
MLLMs in video understanding and reasoning for fine-
grained video tasks across broad domains. To explore spe-
cific task capabilities, benchmarks such as MVBench [19]
and NExT-QA [49] evaluate temporal understanding in vi-
sual language models for temporally-sensitive videos, while
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The video shows a fluffy orange cat perched on the railing 
of a porch. The cat repeatedly meows loudly towards the 
camera. The cat's tail occasionally twitches, and it shifts its 
weight from one paw to another. The environment appears 
to be a residential neighborhood with houses visible across 
the street. The weather is overcast, and there is a slight 
breeze rustling through the trees in the background. A black 
chair is seen at the bottom of the porch near the cat. No 
other individuals or animals are visible in the video.

Video Description

Reasoning
A cat appears on the railing outside the door, continuously 
meowing at the camera. It is possible that the pet has 
escaped from home, which is considered an anomaly.

Annotation

Video Name
Event

Category
Anomaly

Tag

smartbench
_0012

Pet 
Monitoring Abnormal

Figure 2. Example of video annotation from the SmartHome-
Bench dataset.

Video-ChatGPT [30] quantifies video dialogue capabili-
ties for benchmarking video conversation models. VANE-
Bench [7] uses question-answer pairs to evaluate VAD on
both real-world and AI-generated videos. Other bench-
marks, such as Video-MME [10] and TempCompass [26],
focus on categorizing video datasets for specific evaluation
needs, like trending topics on YouTube (Video-MME [10])
or temporal aspects (TempCompass [26]). However, these
benchmarks primarily address general video domains and
overlook the unique characteristics of smart home scenar-
ios. In contrast, SmartHome-Bench is the first benchmark
specifically tailored for smart home scenarios, offering a
dataset with detailed video descriptions and reasoning for
detected anomalies.

3. SmartHome-Bench Dataset
This section presents the raw video collection and annota-
tion process for SmartHome-Bench, with an emphasis on
the proposed taxonomy used to categorize video anomalies
in smart home scenarios.

3.1. Video Collection

We crawl videos from public sources, such as YouTube, to
create SmartHome-Bench. To identify keywords associated
with common anomalies, we review the literature on home
security [8], family care [57], and pet monitoring [16], cre-
ating an initial keyword set that was refined by smart home
experts. Additionally, we develop a separate keyword set to
capture typical, non-anomalous events in smart homes. Us-
ing these keywords, we identify 8,611 videos on YouTube.
After manual filtering, we finalize a set of 1,203 videos cap-
tured by both indoor and outdoor smart home cameras. De-
tails on the collection and filtering process are provided in
Appendix A.

3.2. Video Annotation

In SmartHome-Bench, each video is manually annotated
with (1) the event category; (2) the anomaly tag indicat-
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Figure 3. Overview of the video anomaly taxonomy.

ing whether the video event is normal, abnormal, or
vague abnormal; (3) textual descriptions of the events;
and (4) rationales explaining the reasoning behind the as-
signed anomaly tag. An example of an annotated video is
shown in Figure 2.

Defining anomalies is a key challenge in VAD [33],
especially in smart home scenarios where interpretations
of what constitutes an anomaly can vary widely among
users. To streamline the annotation process, we de-
velop an anomaly taxonomy to guide the labeling of
event categories and anomaly tags, as illustrated in Fig-
ure 3. This taxonomy defines seven primary categories:
security, baby monitoring, kid monitoring,
senior care, pet monitoring, wildlife, and
other category. Each category is further divided
into specific second-level event types, covering both nor-
mal and abnormal events. For example, the senior
care category includes one normal event, routine
activity, and three abnormal events: distress
signal, senior fall, and elder abuse.

The complete video anomaly taxonomy is provided in
Appendix B, served as a structured guideline for annotators
to ensure consistency and accuracy in labeling event cate-
gories and anomaly tags. Under the guidance of taxonomy,
annotators label the video with normal or abnormal tags
for well-defined scenarios. If annotators could not reach a
consensus on a video’s anomaly classification due to lim-
ited context, it is labeled as vague abnormal. The dis-
tribution of categories and anomaly tags across the dataset
is shown in Figure 1a, with further details on the video an-
notation process available in Appendix C.

In addition to categorizing events and tagging anomalies,
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1. Security
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− Motion ……
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Anomaly Taxonomy
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Please think step by step and respond using the format below:
o Video description
o Anomaly reasoning
o Anomaly label (0: normal / 1: abnormal)

Chain-of-Thought Prompt

• Video description: The video shows a fluffy orange cat 
perched on the railing of a porch. The cat looks around, 
seemingly observing its surroundings. The cat meows or 
makes cat vocalizations several times throughout the video. 
The environment appears to be a residential neighborhood.  

• Reasoning: There is no observable abnormal or concerning 
behavior in the video. The cat's actions are typical of a 
curious animal exploring its environment.

• Anomaly: 0

Initial Result

• Rule reasoning: Rule 2 applies: The video 
description clearly states that the cat is outdoors 
and alone, indicating the absence of its owner.

• Updated anomaly: 1

Reflection Result

Self-Reflection
o If the video content matches any of the rules, apply 

the rule and update the anomaly detection result.
o If no rule applies, retain the original anomaly value.

c

Raw Video

Video Name
Ground-Truth

Anomaly Initial Result Reflection
Result

smartbench_
0012 1 0 1

• Rule 1: Detect unusual or eccentric behavior by 
individuals that could alarm or frighten viewers.

• Rule 2: Identify pets outdoors without their owner.
• Rule 3…...

Taxonomy-Driven Rules

Rule Generation

o Ensure each rule is distinct and not similar to others.
o Each rule should be general enough to apply to 

various scenarios without being overly specific.

a

I I

Figure 4. Overview of adaptation methods and TRLC pipeline: The upper section shows vanilla adaptations, ICL methods, and the TRLC;
The lower section presents the TRLC output from Gemini-1.5-pro on a SmartHome-Bench video.

human annotators provide detailed descriptions of video
events and articulate the reasoning behind each anomaly
judgment. Video descriptions are limited to 200 words,
while reasoning explanations are all in 100 words, promot-
ing concise and precise justification. To ensure the annota-
tion quality, there is a human review process to avoid an-
notator bias. These high-quality textual annotations serve
as a benchmark for validating MLLMs’ video understand-
ing and reasoning processes, as demonstrated in our case
analysis in Section 5.5.

4. Methods
For smart home scenarios, users are often interested in re-
ceiving a clear alert about whether a video contains an
anomalous event [5, 52]. By leveraging MLLMs, we aim
to go beyond anomaly detection by also generating de-
tailed descriptions and reasoning, thereby enriching the in-
terpretability of detection outputs. We evaluate MLLMs’

performance for VAD in smart home scenarios across mul-
tiple adaptation methods. As illustrated in Figure 4, we
begin with vanilla adaptations, such as zero-shot prompt-
ing, chain-of-thought (CoT) prompting, and few-shot CoT
prompting, to gauge MLLM’s baseline capabilities in rec-
ognizing video anomalies. Then, we further utilize an in-
context learning (ICL) approach that incorporates the com-
plete anomaly taxonomy, embedding expert knowledge to
enhance MLLM anomaly understanding. Building on in-
sights that MLLMs often struggle to follow complex in-
structions or capture nuanced details in a single pass, we
develop the TRLC, a novel LLM chaining framework, to
systematically address these challenges.

4.1. Vanilla Adaptations

All prompts used for the following three vanilla adaptation
methods are provided in Appendix D.1.
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Zero-Shot Prompting: In this setup, MLLM is prompted
directly to return a binary anomaly label, where 0 indicates
no anomaly detected and 1 indicates an anomaly detected.

CoT Prompting: CoT prompting enhances complex rea-
soning by incorporating intermediate reasoning steps [44].
In this setup, we prompt MLLMs with the task instructions,
smart home anomaly definitions, and video input, guid-
ing them to complete the task in three steps: generating
video descriptions, providing reasoning, and predicting the
anomaly label.

Few-Shot CoT Prompting: To enhance MLLMs’ under-
standing of smart home video anomalies, we add a few rep-
resentative anomaly examples at the end of the CoT prompt.
Each example includes a video description, anomaly rea-
soning, and the corresponding ground-truth anomaly label.

4.2. In-Context Learning

We further integrate the smart home anomaly taxonomy
from Section 3.2 into the ICL prompts, building on a sim-
ilar approach that effectively guides LLMs in conversa-
tion safety assessments using a safety risk taxonomy [14].
Building upon the CoT prompt, we include the complete
anomaly taxonomy as a reference, allowing MLLMs to jus-
tify anomalies based on the taxonomy, and utilize their own
knowledge if the video does not fit any predefined taxon-
omy category (see prompt in Appendix D.2). This integra-
tion provides MLLMs with structured guidelines and ex-
amples of both abnormal and normal events in smart home
scenarios.

4.3. Taxonomy-Driven Reflective LLM Chain

LLM chaining refers to a pipeline that decomposes the task
into multiple steps, each solved by a unique LLM call [48].
In our proposed TRLC framework, the VAD task is divided
into three smaller subtasks: (a) Taxonomy-Driven Rule
Generation, (b) Initial Prediction, and (c) Self-Reflection
(see prompts for each subtask in Appendix D.3). An ex-
ample of the process in our TRLC is illustrated in Figure 4.

Step (a): Taxonomy-Driven Rule Generation MLLMs
often struggle to follow long instructions accurately and
capture all detailed information in prompts. Therefore, at
the first step, we make an MLLM call to condense the full
taxonomy from Section 3.2 into a list of concise, actionable
rules. This rule set is then incorporated as expert knowl-
edge in the subsequent prompting steps. The complete set
of summarized rules is provided in Appendix D.3.

Step (b): Initial Prediction Using the summarized rules,
input videos, and a CoT prompt, we call an MLLM to gen-
erate the initial VAD prediction, which includes a video de-
scription, reasoning, and an anomaly label. This output then
serves as the input for Step (c).

Step (c): Self-Reflection It has been observed that with a
single MLLM call often leads to misclassification of certain
events due to the model’s limited contextual understanding.
A notable example is the misclassification of an unattended
cat left alone outside as a normal event, as shown in Step (b)
of Figure 4. The model’s reasoning focuses solely on typi-
cal pet behavior, overlooking potential risks a pet may face
when left alone outside, such as getting lost, encountering
diseases, sustaining injuries, or facing dangerous wildlife.
Adding an additional self-reflection step could help correct
these types of initial misclassifications.

In Step (c), we reintroduce the generated rules from Step
(a) and the results from Step (b) to the MLLM, prompting
it to refine the initial predictions. For instance, an unat-
tended outdoor pet is highlighted as a common smart home
anomaly in Rule #2. With this additional context, the model
successfully applies this rule to refine the initial VAD re-
sults, correcting the original classification.

In summary, our TRLC framework enhances MLLM’s
contextual understanding through taxonomy-driven rules
and significantly improves reasoning abilities via self-
reflection. Additionally, the TRLC framework’s support
for configurable video anomaly taxonomies enables broader
applications, such as adapting VAD for diverse public and
private environments. Furthermore, TRLC enables person-
alized VAD by allowing users to define tailored taxonomies
that align with individual standards for anomalies.

5. Experiments
In this section, we present the experimental results of
the adaptation methods outlined in Section 4 across open-
source and closed-source MLLMs. We convert the
video’s anomaly tags to binary labels: normal(0),
abnormal(1), and vague abnormal(1). The
MLLM predictions, also in binary format, are then com-
pared against these ground-truth labels.

5.1. Experiment Setup

There are two ways to perform VAD: (1) asking MLLMs if
the video is abnormal, referred to as abnormal detection
and (2) asking MLLMs if the video is normal, referred to
as normal detection. We opt for abnormal detection because
it is observed that anomaly detection prompts yield better
results. This is likely because MLLMs are pre-dominantly
trained on normal videos and may struggle to detect anoma-
lies without additional instructions (see results in Appendix
E).

We involve six MLLMs in our experiments, in-
cluding five closed-source models: Gemini-1.5-flash-
001 [42], Gemini-1.5-pro-001 [42], GPT-4o-2024-08-
06 [13], GPT-4o-mini-2024-07-18 [36], and Claude-3.5-
sonnet@20240229 [4], as well as one open-source model,
VILA-13b [23]. For zero-shot, CoT, few-shot CoT, and ICL
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methods, we test all six models, while the TRLC is eval-
uated only with the five closed-source models, as VILA-
13b struggles to follow long, complex instructions. Over-
all, these models offer a comprehensive comparison and
serve as the most representative benchmarks for state-of-
the-art MLLM performance in anomaly detection within
smart home scenarios.

5.2. Benchmarking on Vanilla Adaptations

Zero-Shot Prompting Table 1 presents VAD perfor-
mance results under zero-shot prompting, showcasing each
model’s inherent understanding of smart home anomalies
without additional guidance. Claude-3.5-sonnet achieves
the highest accuracy, recall, and F1-score, while Gemini-
1.5-pro leads in precision. The accuracy of all closed-source
MLLMs is only marginally above random chance (50%),
indicating limited baseline performance. Notably, VILA-
13b classifies all videos as normal, underscoring its dif-
ficulty with zero-shot VAD tasks in detecting anomalies.
These low VAD performance results suggest that, without
guidance, these MLLMs have limited inherent understand-
ing of smart home anomalies or may not fully utilize their
capability to detect anomalies effectively.

Table 1. Anomaly detection performance of different MLLMs
with the zero-shot prompting (Bold values indicate the highest
score for each metric; applies to all tables in this paper).

Model Accuracy Precision Recall F1-score

Gemini-1.5-flash 58.44 79.22 31.12 44.69
Gemini-1.5-pro 57.36 84.34 25.73 39.43
GPT-4o 68.41 80.09 55.16 65.33
GPT-4o-mini 69.91 76.52 63.79 69.58
Claude-3.5-sonnet 70.82 69.66 81.36 75.05
VILA-13b 46.05 0.00 0.00 0.00

Chain-of-Thought Prompting Across all test MLLMs,
CoT prompting consistently improves VAD accuracy com-
pared to zero-shot prompting (see Table 2 vs. Table 1),
underscoring the effectiveness of more granular anomaly
definitions and step-by-step guidance. Among the mod-
els, Gemini-1.5-pro achieves the highest accuracy and pre-
cision. Notably, GPT-4o-mini outperforms GPT-4o in re-
call, albeit with reduced precision. For all closed-source
MLLMs except Claude-3.5-sonnet, the gap between pre-
cision and recall narrows, resulting in a significantly im-
proved F1-score compared to Table 1. VILA-13b also
demonstrates substantial improvement across all metrics,
highlighting the positive impact of CoT prompting on its
performance.

Few-Shot CoT Prompting In the few-shot CoT setup,
we extend the CoT prompt by adding three representative
examples of anomaly videos. Due to MLLM’s processing
limitations on the number of images or videos per request,

Table 2. Anomaly detection performance of different MLLMs
with the CoT prompting.

Model Accuracy Precision Recall F1-score

Gemini-1.5-flash 69.58 74.44 66.41 70.20
Gemini-1.5-pro 74.06 83.77 64.41 72.82
GPT-4o 72.57 83.02 61.79 70.85
GPT-4o-mini 68.83 68.07 79.51 73.35
Claude-3.5-sonnet 71.90 83.44 59.78 69.66
VILA-13b 68.41 68.45 76.89 72.42

these examples are provided as text tuples. As shown in
Table 3, Gemini-1.5-pro achieves the highest accuracy, sur-
passing the previous CoT best of 74.06% and leading in
precision and F1-score, while GPT-4o-mini performs best
in recall. However, for models like Gemini-1.5-flash, GPT-
4o, GPT-4o-mini, and VILA-13b, accuracy is slightly lower
than in Table 2, suggesting that few-shot CoT does not fun-
damentally enhance CoT performance. This may be be-
cause the three examples provided in the prompt do not fully
capture the range of anomalies and may distort the MLLMs’
inherent knowledge, leading to misclassification.

Table 3. Anomaly detection performance of different MLLMs
with the few-shot CoT prompting.

Model Accuracy Precision Recall F1-score

Gemini-1.5-flash 68.41 79.43 55.93 65.64
Gemini-1.5-pro 76.39 86.87 66.26 75.17
GPT-4o 71.65 83.19 59.48 69.36
GPT-4o-mini 68.00 66.30 82.74 73.61
Claude-3.5-sonnet 72.98 77.65 70.11 73.68
VILA-13b 67.17 69.18 70.57 69.87

5.3. Benchmarking on ICL

In CoT and few-shot CoT experiments, we find that adding
more informative and precise anomaly definitions to the
prompt improves VAD performance. With this insight,
we utilize an ICL approach that incorporates the complete
anomaly taxonomy in the prompt, providing MLLMs with
structured categories and anomaly definitions specific to di-
verse smart home scenarios.

Table 4. Anomaly detection performance of different MLLMs
with the ICL method.

Model Accuracy Precision Recall F1-score

Gemini-1.5-flash 67.08 80.78 51.16 62.64
Gemini-1.5-pro 74.40 86.20 62.56 72.50
GPT-4o 72.65 89.41 55.93 68.82
GPT-4o-mini 71.74 83.96 58.86 69.20
Claude-3.5-sonnet 73.82 84.22 63.33 72.30
VILA-13b 65.59 75.82 53.16 62.50

Table 4 shows each MLLM’s ability to directly apply the
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anomaly taxonomy in VAD with the ICL method. While
half of the models (i.e., GPT-4o, GPT-4o-mini, and Claude-
3.5-sonnet) demonstrate improved accuracy, the other half
do not, suggesting this approach does not consistently en-
hance few-shot CoT performance. Except for a slight de-
crease in precision for Gemini-1.5-pro, all other MLLMs
show increased precision, indicating that the taxonomy
helps MLLMs identify anomalies more accurately.

5.4. Benchmarking on TRLC

ICL experiment results indicate that directly integrating
the full anomaly taxonomy does not significantly improve
MLLMs’ VAD performance. Additionally, lengthy prompts
in a single call tend to dilute the primary task, making it
challenging for MLLMs to stay focus on VAD. To address
this, our TRLC approach uses anomaly-specific rules gener-
ated from the taxonomy rather than the full taxonomy, pro-
viding targeted guidance and avoiding the excess detail that
can lead to confusion in ICL.

As shown in Table 5, applying this approach to MLLMs
achieves better accuracy than all other adaptation methods
in Table 1-4, with Claude-3.5-sonnet reaching 79.05%. Fig-
ure 5 further illustrates the accuracy results for all adapta-
tion methods. Notably, our TRLC approach significantly
boosts performance across all tested MLLMs, outperform-
ing all other methods in four of the five models. The ex-
ception is GPT-4o-mini, where the TRLC ranks second, just
slightly below its ICL result. On average, the TRLC method
increases accuracy by 11.62% over the zero-shot prompting
across all five closed-source models. These results demon-
strate that our TRLC approach provides MLLMs with an
improved contextual understanding of smart home anoma-
lies and enhances their reasoning abilities compared to no-
chaining methods.

Table 5. Anomaly detection performance of different MLLMs
with the TRLC method.

Model Accuracy Precision Recall F1-score

Gemini-1.5-flash 77.14 77.74 80.74 79.21
Gemini-1.5-pro 78.47 82.18 76.73 79.36
GPT-4o 77.47 79.35 78.74 79.04
GPT-4o-mini 70.82 67.74 87.67 76.43
Claude-3.5-sonnet 79.05 79.67 82.13 80.88

Majority Voting To assess the peak performance achiev-
able with the TRLC, we combine TRLC results from the top
three MLLMs: Gemini-1.5-pro, GPT-4o, and Claude-3.5-
sonnet, using majority voting to determine the final anomaly
prediction for each video. There are two possible vot-
ing outcomes: unanimous agreement and absolute majority.
When all three MLLMs produce the same anomaly predic-
tion, such as Gemini-1.5-pro: 0, GPT-4o: 0, and Claude-
3.5-sonnet: 0, the result is classified as unanimous, and that

prediction (normal(0)) becomes the final label. In all
other cases, the majority prediction is used as the final clas-
sification.
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Figure 5. Overall VAD accuracy of all tested adaptation methods
across different MLLMs.

As shown in Figure 6, this approach increases accuracy
to 81.63%, surpassing the individual performance of each
model in Table 5. Specifically, the number of videos with
unanimous agreement and absolute majority outcomes are
781 and 422, with corresponding accuracies of 91.2% and
64.0%, respectively. The high VAD accuracy in cases of
unanimous agreement suggests potential applications, such
as leveraging unanimous MLLM votes to create reliable
ground-truth anomaly labels for large smart home video
datasets.

422
199
223
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554
649
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355
426
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# Videos
# Normal
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600

1,200

Figure 6. Majority voting outcomes on VAD using TRLC re-
sults across the top three MLLMs (Gemini-1.5-pro, GPT-4o,
and Claude-3.5-sonnet) with video distribution by ground-truth
anomaly categories.

5.5. In-Depth Analysis

Hard Case Analysis As introduced in Section 3.2, our
dataset includes a category of videos with ambiguous
anomalies, labeled as vague abnormal. These videos
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present challenges even for human annotators, making them
a useful subset for assessing the limits of MLLMs in VAD
prediction. To explore this, we analyze the accuracy of
MLLMs on all 91 vague abnormal videos, as shown
in Table 6. Generally, the accuracy for vague cases is sig-
nificantly lower than the other cases across all MLLMs.
Notably, with the exception of Claude-3.5-sonnet, MLLMs
achieve their highest vague accuracy using the TRLC,
underscoring its effectiveness in improving VAD perfor-
mance, even in challenging smart home scenarios.

Table 6. VAD accuracy on 91 vague abnormal videos across dif-
ferent MLLMs with all adaptation methods (ZS: zero-shot, CoT:
chain-of-thought, FS: few-shot chain-of-thought, ICL: in-context
learning, TRLC: taxonomy-driven reflective LLM chain).

Model Accuracy

ZS CoT FS ICL TRLC

Gemini-1.5-flash 35.16 48.35 38.46 28.57 60.44
Gemini-1.5-pro 16.48 37.36 37.36 35.16 56.04
GPT-4o 47.25 37.36 30.77 23.08 50.55
GPT-4o-mini 52.75 69.23 71.43 34.07 81.32
Claude-3.5-sonnet 67.03 30.77 41.76 34.07 59.34

Error Diagnosis To understand which aspects MLLMs
struggle with in anomaly detection within our dataset,
we evaluate their video descriptions and reasoning against
annotated ground truth. To capture all possible out-
comes, we manually analyze MLLM outputs for 100
videos and identify five types of failure outcomes: (1)
Misinterpretation: misdescribing or misunder-
standing video events; (2) Event Omission: missing
key abnormal events; (3) Hallucination: adding con-
tent that is not present; (4) Context Lack: failing to
grasp details like the identity of the people and the emotions
of the participants; and (5) Technical Error: failing to
generate a response. Using these identified failure types, we
then employ GPT-4 to evaluate the description and reason-
ing for all videos (see the prompts in Appendix D.4). The
results are presented in Figures 7 and 8. Overall, MLLMs
make more mistakes in video descriptions than in reasoning,
likely due to the longer length of descriptions (see examples
in Figure 2).

Since a single video may exhibit multiple failure types,
the total count of categorized types exceeds the dataset size
of 1,203. Among the failure types, Context Lack is
more prominent in reasoning than in descriptions. This oc-
curs when MLLMs fail to grasp smart home context beyond
basic descriptions, such as the identities of individuals in
the video, leading to misinterpretation of normal events as
anomalies or overlooking true anomalies. For instance, a
description of a dog engaging with a person could have two
possible interpretations: (1) playing with its owner, which

is normal, or (2) attempting to fend off an intruder, which
would be an anomaly, depending on whether the person
is a resident. Incorporating additional context, such as a
customized anomaly taxonomy and recognition of familiar
faces, may help address this limitation.
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Figure 7. Distribution of video outcomes for the top three
MLLMs’ descriptions compared to human-annotated description.
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Figure 8. Distribution of video outcomes for the top three
MLLMs’ reasoning compared to human-annotated reasoning.

6. Conclusion

In this paper, we introduce SmartHome-Bench, the first
benchmark specifically designed for detecting anomalies in
smart home scenarios. The dataset comprises 1,203 video
clips, each annotated with an event category, anomaly tag,
and high-quality video description and reasoning. We as-
sess the performance of state-of-the-art closed-source and
open-source MLLMs using various prompting techniques.
Notably, we propose the TRLC, a novel LLM chaining
framework tailored for VAD tasks, which outperforms other
methods and achieves the highest accuracy of 79.05% with
Claude-3.5-sonnet.
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A. Video Collection
To curate our SmartHome-Bench dataset, we collect videos from public sources, such as YouTube. We craft a keyword set
to crawl and identify videos with anomalies in smart homes. To achieve this, we survey the literature on different aspects,
such as home security [8], family care [57], and pet monitoring [16]. Additionally, we develop a separate keyword set to
capture typical, normal events in smart homes. These keywords are then refined with input from smart home experts. Table
7 shows examples of keywords used in the search process. For each keyword, we collect approximately 20 videos from
YouTube, resulting in an initial pool of 8,611 videos. We then filter out irrelevant footage, such as edited content and videos
not captured by smart home cameras. For relevant videos that contain advertisements, we trim these segments to ensure the
videos are clean. This curation process results in the final SmartHome-Bench dataset, comprising 1,203 videos recorded by
both indoor and outdoor smart home cameras.

Table 7. Example keywords for searching normal and abnormal videos.

Type Example Keywords

Normal Videos

cat playing home cam, squirrels in the yard, rabbits outdoors, dog playtime indoors, baby
sleeping crib, kid surveillance, elderly resting safe, senior camera monitoring, senior walking,
visitor arrival video, vehicle arriving home, scheduled delivery home, delivery pickup, trees
moving backyard, normal weather events, background motion video

Abnormal Videos

pet vomiting home cam, child wandering outside, kid sharp objects, child sudden fall, se-
nior unexpected fall, senior physical distress, elderly rough caregiver, unauthorized entry
attempt, package theft, car theft driveway, broken window home, suspicious person home,
severe weather property, fire damage home, earthquake home safety, severe wind backyard,
thunderstorm backyard, flood property risk

B. Smart Home Anomaly Taxonomy
We present a comprehensive taxonomy for video anomalies in the smart home domain. This taxonomy is developed based
on user study, focusing on seven areas like security, senior care, and pet monitoring, and is further refined by smart home
experts. Each category is further divided into normal and abnormal videos, with detailed descriptions provided for both.
1. Wildlife

Normal Videos:
– Harmless Wildlife: Harmless wildlife sightings, such as squirrels, birds, or rabbits, moving through the yard.
– Common Pests: Common pest activity that doesn’t pose immediate danger (e.g., bugs in the garden).
Abnormal Videos:
– Dangerous Wildlife: Presence of dangerous wildlife like snakes, spiders, or raccoons that may pose a health risk.
– Wildlife Damage: Any wildlife activity that causes or potentially causes damage to property or threatens human or

pet safety.
– Indoor Wildlife: Any wildlife (dangerous or not) that enters a home without clear containment.

2. Pet Monitoring
Normal Videos:
– Routine Pet Activity: Pets engaging in regular play, resting or moving around within designated safe areas.
– Safe Interaction: Pets interacting with known family members or other pets.
– Supervised Pets: Pets accompanied by their guardian without interacting with property or people in harmful ways.
Abnormal Videos:
– Unattended Pets: Pets left outside alone for extended periods.
– Escape Attempts: Pets attempting to escape, leaving the designated area, or exhibiting behaviors indicating escape

attempts.
– Destructive Behavior: Pets causing property damage by actions like chewing, scratching, or digging.
– Distress Signals: Behaviors that indicate illness or distress, like vomiting, excessive scratching, or erratic movements.
– Conflict or Injury Risk: Any interaction with others that could lead to conflict or injury.

3. Baby Monitoring
Normal Videos:
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– Safe Play: Baby engaging in play or sleep within safe zones or under supervision.
– Caregiver Interaction: Harmless interactions between the baby and caregivers.
Abnormal Videos:
– Near Danger: Baby nearing dangerous zones (e.g., staircases, swimming pools) without adult supervision.
– Unattended Baby: Baby wandering outside a crib, stroller, or designated play area without adult presence.
– Injury Risk: Sudden, unexpected falls that may lead to injury.
– Baby Abuse: Any abusive behavior toward the baby, such as hitting, or forcing them to act against their will.

4. Kid Monitoring
Normal Videos:
– Safe Play: Kids playing or moving around indoors or outdoors within designated areas.
– Routine Activities: Regular daily activities under adult supervision.
Abnormal Videos:
– Wandering: Kids found wandering outdoors or in dangerous locations without adult supervision.
– Dangerous Actions: Dangerous actions indoors (e.g., playing with sharp objects, accessing restricted areas) or

significant health/safety concerns (e.g., choking hazards).
– Injury Risk: Sudden, unexpected falls that may lead to injury.

5. Senior Care
Normal Videos:
– Routine Activity: Seniors engaging in routine activities like walking, resting, or interacting with caregivers or family.
Abnormal Videos:
– Senior Falls: Sudden, unexpected falls that may lead to injury.
– Distress Signals: Signs of distress or calls for help through hand gestures or unusual body language.
– Elder Abuse: Any abusive or rough behavior by caregivers toward seniors, including verbal and physical abuse.

6. Security
Normal Videos:
– Routine Activity: Routine activity of homeowners, known visitors, or vehicles arriving and leaving.
– Scheduled Delivery: Scheduled package deliveries or pickups without interference.
Abnormal Videos:
– Unauthorized Entry: Motion or presence indicating potential break-ins, or trespassing.
– Suspicious Loitering: Loitering individuals or those wearing unusual attire that deviates from the norm.
– Forced Entry: Forced entry attempts, such as fiddling with locks, tampering with doors or windows, or trying to

enter a home or vehicle through unconventional means.
– Theft or Vandalism: Unauthorized removal of packages, vehicles, or other items.
– Property Damage: Acts of property damage like graffiti, broken windows, car crashes, or other forms of vandalism.
– Violence or Threats: Actions that might cause harm, such as kidnapping, aggressive confrontations, or any threat-

ening behavior.
– Disturbing Behavior: Unusual or eccentric behavior by individuals that could alarm or frighten viewers.

7. Other Category
Normal Videos:
– Everyday Activity: Videos that do not fit any of the above categories but show harmless, everyday activities, such

as trees waving, normal weather events, or background motion.
Abnormal Videos:
– Severe Weather: Severe weather conditions or natural disasters like fires, earthquakes, floods, or storms causing

property damage or safety hazards.
– Unexplained Phenomena: Unexplained phenomena of inanimate objects.
– Falling Objects: Sudden, unexpected falls of inanimate objects that may cause damage or injury.
– Risky activities: Irregular activities that do not fit into other categories but may pose risks or concerns.

C. Video Annotation
During the video annotation process, we assign unique IDs to the downloaded videos to prevent annotators from being
influenced by the original titles or metadata. The annotators classify each video into one or more of the seven categories
in the taxonomy outlined in Appendix B, as real-world events in a single video may span multiple categories. Each video
is then assigned an anomaly tag of normal, abnormal, or vague abnormal, based on the definitions outlined in the
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taxonomy. The vague abnormal category is created for videos where annotators cannot reach a consensus on whether
the content is normal or abnormal. This category is specifically introduced to challenge the video anomaly detection (VAD)
capabilities of multi-modal large language models (MLLMs) with videos that are difficult for even humans to classify. A
vague normal category is not included, as any ambiguity regarding the presence of an anomaly is classified under vague
abnormal.

We instruct annotators to write high-quality video descriptions and provide detailed reasoning for the assignment of each
video’s anomaly tag. These annotations establish a strong foundation for future research by enabling the generation of diverse
question-answer pairs to assess the video understanding and reasoning capabilities of MLLMs. Additionally, the inclusion
of ground-truth reasoning ensure a transparent inference process for classifying normal and abnormal videos, which can be
leveraged to fine-tune MLLMs and improve anomaly detection accuracy in smart home scenarios. To maintain consistency
and quality across video descriptions and reasoning annotations, we use the Gemini-1.5-pro model to generate initial drafts.
Annotators then review each video and refine or rewrite these drafts according to three main criteria: (1) clarity and precision
of language, (2) alignment of descriptions and reasoning with the video content, and (3) accuracy in identifying key elements
such as objects triggering anomalies, abnormal movements, participants, and environmental conditions.

Figure 9. The UI enables annotators to label videos by selecting event categories, assigning anomaly tags, and providing detailed video
descriptions along with the reasoning behind the observed anomalies or normality.

To streamline the annotation process and maximize efficiency, annotators use a customized user interface (UI), shown in
Figure 9, to label each video’s event category and anomaly tag, as well as to manually write the description and reasoning.
To ensure the quality and consistency of the annotations, we conduct a human review of a randomly select 200 videos after
the initial round of annotation .

Following the annotation process for all 1,203 videos, the statistics of the SmartHome-Bench dataset are presented in
Figure 1a of the main paper. The dataset shows a balanced distribution between abnormal and normal videos, with the
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security category containing the largest number of videos among the seven event categories. Additionally, Figure 10 illustrates
the distribution of video durations and word counts for descriptions and reasoning annotations. The average video length
is approximately 20 seconds, with most clips being shorter than 80 seconds. This duration aligns well with the frame-
processing limitations of some existing MLLMs, enabling relatively comprehensive predictions in VAD tasks. The word
count distribution reveals that reasoning annotations are typically more concise than descriptions, as they focus solely on the
key event leading to the assigned anomaly tag. In contrast, descriptions provide a detailed account of all events within the
video.
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Figure 10. Distribution of video durations and word counts for human-annotated video descriptions and reasoning.
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D. Prompts for Adaptation Methods and In-Depth Analysis
We provide all prompts used for adaptation methods and error diagnosis in in-depth analysis as follows.

D.1. System Prompt for Vanilla Adaptations

Figure 11 shows the prompts used in zero-shot prompting for the VAD task.

Please watch the video carefully and determine whether it contains any anomalies.

Response Format:
Reply using the following format:
{

"anomaly": 0 or 1  // 0 for no anomaly detected, 1 for anomaly detected
}

Zero-Shot Prompting for Video Anomaly Detection

Please watch the video carefully and determine whether the situation captured in the video 
is normal.

Response Format:
Reply using the following format:
{

"normality": 0 or 1 // 0 for the video is normal, 1 for anomaly detected
}

Zero-Shot Prompting for Video Normality Detection

You are an excellent smart video vigilance expert agent in the smart home security domain. 

Task Instruction: 
You are given a smart home video clip, and your job is to carefully identify potentially risky, 
suspicious, or anomalous situations captured by the surveillance cameras. These cameras 
are set up by users to enhance their safety and security. Keep in mind that the people in the 
video may or may not be the camera owners. 

Anomaly Definition: 
In this context, anomalies refer to behaviors or events that raise concerns related to 
security, personal safety, child safety, wildlife alerts, unusual pet behavior, senior 
monitoring, or any other situations that seem out of the ordinary. 

Response Format:
Please think step by step and respond using the format below:
{

"video_description": "A concise description of the video content, including objects, 
movements, and environmental conditions (max 200 words)",
"reasoning": "Detailed reasoning for why the situation is considered abnormal or 
concerning, if applicable (max 100 words)",
"anomaly": 0 or 1  // 0 for no anomaly detected, 1 for anomaly detected

}

Chain-of-Thought Prompting for Video Anomaly Detection

Figure 11. System prompts adopted in zero-shot prompting for VAD. MLLMs are prompted directly to return a binary anomaly label.

Figure 12 shows the prompts used in chain-of-thought (CoT) prompting for the VAD task.

You are an excellent smart video vigilance expert agent in the smart home security domain. 

Task Instruction: 
You are given a smart home video clip, and your job is to carefully identify potentially risky, 
suspicious, or anomalous situations captured by the surveillance cameras. These cameras 
are set up by users to enhance their safety and security. Keep in mind that the people in the 
video may or may not be the camera owners. 

Anomaly Definition: 
In this context, anomalies refer to behaviors or events that raise concerns related to 
security, personal safety, child safety, wildlife alerts, unusual pet behavior, senior 
monitoring, or any other situations that seem out of the ordinary. 

Response Format:
Please think step by step and respond using the format below:
{

"video_description": "A concise description of the video content, including objects, 
movements, and environmental conditions (max 200 words)",
"reasoning": "Detailed reasoning for why the situation is considered abnormal or 
concerning, if applicable (max 100 words)",
"anomaly": 0 or 1  // 0 for no anomaly detected, 1 for anomaly detected

}

Chain-of-Thought Prompting for Video Anomaly Detection

You are an excellent smart video vigilance expert agent in the smart home security domain.

Task Instruction: 
You are given a smart home video clip, and your job is to carefully identify normal, expected, 
or ordinary situations captured by the surveillance cameras. These cameras are set up by 
users to enhance their safety and security. Keep in mind that the people in the video may or 
may not be the camera owners. 

Normality Definition: 
In this context, normality refers to behaviors or events that are typical and do not raise 
concerns related to security, personal safety, child safety, wildlife activity, pet behavior, 
senior monitoring, or any other situations that seem usual. 

Response Format:
Please think step by step and respond using the format below:
{

"video_description": "A concise description of the video content, including objects, 
movements, and environmental conditions (max 200 words)",
"reasoning": "Detailed reasoning for why the situation is considered normal and not 
concerning, if applicable (max 100 words)”,
"normality": 0 or 1 // 0 for the video is normal, 1 for anomaly detected

}

Chain-of-Thought Prompting for Video Normality Detection
Figure 12. System prompts adopted in CoT prompting include task instructions, smart home anomaly definitions, and video input, guiding
MLLMs to complete the task in three steps: generating video descriptions, providing reasoning, and predicting the anomaly label.
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Figure 13 shows the prompts used in the few-shot CoT prompting for the VAD task.

You are an excellent smart video vigilance expert agent in the smart home security domain. 

Task Instruction: 
You are given a smart home video clip, and your job is to carefully identify potentially risky, 
suspicious, or anomalous situations captured by the surveillance cameras. These cameras 
are set up by users to enhance their safety and security. Keep in mind that the people in the 
video may or may not be the camera owners. 

Anomaly Definition: 
In this context, anomalies refer to behaviors or events that raise concerns related to 
security, personal safety, child safety, wildlife alerts, unusual pet behavior, senior 
monitoring, or any other situations that seem out of the ordinary. 

Response Format:
Please think step by step and respond using the format below:
{

"video_description": "A concise description of the video content, including objects, 
movements, and environmental conditions (max 200 words)",
"reasoning": "Detailed reasoning for why the situation is considered abnormal or 
concerning, if applicable (max 100 words)",
"anomaly": 0 or 1  // 0 for no anomaly detected, 1 for anomaly detected

}

Reference Examples:

1. Example 1:
{

"video_description": "The video shows a young child running towards a swimming 
pool. The child jumps into the pool and does not resurface. A man, who appears to be 
a neighbor, jumps the fence and pulls the child from the pool. The man then performs 
CPR on the child.",
"reasoning": "The situation is extremely concerning as a young child jumped into a 
pool and was unable to resurface. This is a life-threatening situation and requires 
immediate intervention, which thankfully the neighbor provided.",
"anomaly": 1

}

2. Example 2:
{

"video_description": "A security camera captures a woman attempting to wrangle a 
small dog on a leash in a driveway. The dog breaks free and runs off-screen. The 
woman briefly chases after the dog before giving up and returning to the house.",
"reasoning": "The dog escaping its leash could be concerning for the owner as it 
raises concerns about the dog's safety and well-being. The dog running loose could 
lead to it getting lost or potentially encountering dangerous situations.",
"anomaly": 1

}

3. Example 3:
{

"video_description": "The video, taken from a smart doorbell camera, shows a man 
attempting to break into a house. He is using a crowbar to pry open the front door. 
The man is wearing a black shirt, black shorts, a maroon beanie, and blue gloves.",
"reasoning": "The man's actions are clearly suspicious and illegal. Attempting to 
force entry into a home using a crowbar is a crime. His behavior suggests criminal 
intent, posing a serious security threat.",
"anomaly": 1

}

Few-Shot Chain-of-Thought Prompting for Video Anomaly Detection

Figure 13. System prompts adopted in few-shot CoT prompting for VAD. Each example provided includes a video description, anomaly
reasoning, and the corresponding ground-truth anomaly label.
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D.2. System Prompt for In-Context Learning

The prompts used in in-context learning (ICL) for the VAD task are shown in Figure 14.

You are an expert in smart video surveillance with a focus on smart home security. 

Task Guidelines: 
You are given a smart home video clip and a set of rules (taxonomy) for identifying anomalies 
in various smart home scenarios. Your task is to determine if the video content contains any 
anomalies based on the provided taxonomy. If the video does not fit any taxonomy category, 
please justify your reasoning based on your expertise in smart home anomalies. 

Anomaly Taxonomy:
1. Security

• Normal Videos:
o Routine activity of homeowners, known visitors, or vehicles arriving and leaving.
o Scheduled package deliveries or pickups without interference.

• Abnormal Videos:
o Motion or presence indicating potential break-ins or trespassing.
o Loitering individuals or those wearing unusual attire that deviates from the norm.
o Forced entry attempts, such as fiddling with locks, tampering with doors or 

windows, or trying to enter a home or vehicle through unconventional means.
o Unauthorized removal of packages, vehicles, or other items.
o Acts of property damage like graffiti, broken windows, car crashes, or other forms 

of vandalism.
o Actions that might cause harm, such as kidnapping, aggressive confrontations, or 

threatening behavior.
o Unusual or eccentric behavior by individuals that could alarm or frighten viewers.

2. Wildlife
……

7. Other Categories
• Normal Videos:

o Videos that do not fit any of the above categories but show harmless, everyday 
activities, such as trees waving, normal weather events, or background motion.

• Abnormal Videos:
o Severe weather conditions or natural disasters like fires, earthquakes, floods, or 

storms causing property damage or safety hazards.
o Unexplained phenomena of inanimate objects.
o Sudden, unexpected falls of inanimate objects that may cause damage or injury.
o Irregular activities that do not fit into other categories but may pose risks or 

concerns.

Response Format:
Please analyze the video and provide your response in the following format:
{

"video_description": "A concise description of the video content, including objects, 
movements, and environmental conditions (max 200 words)",
"reasoning": "Detailed reasoning for why the situation is considered abnormal or 
concerning, if applicable (max 100 words)",
"anomaly": 0  // 0 for no anomaly detected, 1 for anomaly detected

}

In-Context Learning Prompting for Video Anomaly Detection

Figure 14. System prompts adopted in ICL for VAD. Building upon the CoT prompt, we include the complete anomaly taxonomy as a
reference.
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D.3. System Prompt for Taxonomy-Driven Reflective LLM Chain

The prompts used in the taxonomy-driven reflective LLM chain (TRLC) framework for the VAD task are detailed as follows.
First, the prompts in Figure 15 are used in step (a) of the TRLC to generate rules from the complete video anomaly taxonomy,
with the resulting rules from step (a) shown in Figure 16. Next, the prompts in Figure 17 are employed to predict the initial
detection for the VAD task. Finally, the self-reflection step is carried out using the prompts provided in Figure 18.

You are a smart home surveillance monitor tasked with deriving general rules for detecting 
anomalies in video clips. The anomalies are categorized under the following taxonomy: 

Anomaly Taxonomy:
{

"Security": {
"Normal Videos": [

"Routine activity of homeowners, known visitors, or vehicles arriving and leaving .",
"Scheduled package deliveries or pickups without interference ."

],
"Abnormal Videos": [

"Motion or presence indicating potential break-ins or trespassing.",
"Loitering individuals or those wearing unusual attire that deviates from the norm.",
"Forced entry attempts, such as fiddling with locks, tampering with doors or 
windows, or trying to enter a home or vehicle through unconventional means.",
"Unauthorized removal of packages, vehicles, or other items.",
"Acts of property damage like graffiti, broken windows, car crashes, or other forms 
of vandalism.",
"Actions that might cause harm, such as kidnapping, aggressive confrontations, or 
threatening behavior.", 
"Unusual or eccentric behavior by individuals that could alarm or frighten viewers."

]
},
……
"Other Categories": {

"Normal Videos": [
"Videos that do not fit any of the above categories but show harmless, everyday 
activities, such as trees waving, normal weather events, or background motion."

],
"Abnormal Videos": [

"Severe weather conditions or natural disasters like fires, earthquakes, floods, or 
storms causing property damage or safety hazards.",
"Unexplained phenomena of inanimate objects.",
"Sudden, unexpected falls of inanimate objects that may cause damage or injury.",
"Irregular activities that do not fit into other categories but may pose risks or 
concerns."

]
}

}

Guidelines:
1. Ensure each rule is distinct and not repetitive or similar to others.
2. Each rule should be general enough to apply to various scenarios without being overly 

specific.

Reference Rule:

"Pets seen outdoors without their owner, which could suggest escape or abandonment."

Output Format:
Please structure the output as follows, with each rule being a clear, concise statement and 
no more than 50 words:
{

"rules": [
"Rule 1: [Description of rule (max 50 words)]",
"Rule 2: [Description of rule (max 50 words)]"
// Add additional rules as needed, each under 50 words

]
}

TRLC for Video Anomaly Detection: Taxonomy-Driven Rule Generation (Step a)

Figure 15. System prompts adopted in step (a) of the TRLC for VAD: taxonomy-driven rule generation.
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Generated Rules:
{

"rules": [
"Rule 1: Detect unusual or eccentric behavior by individuals that could alarm or 
frighten viewers.",
"Rule 2: Identify pets outdoors without their owner.",
"Rule 3: Monitor the presence of wild animals near the house, posing potential danger 
or risk of property damage.",
"Rule 4: Detect individuals attempting unauthorized access to the property or vehicles, 
indicating potential theft.",
"Rule 5: Monitor severe weather conditions or disasters like fires or earthquakes 
causing property damage or safety hazards.",
"Rule 6: Identify children outside the home without supervision.",
"Rule 7: Detect pets causing property damage or attempting to escape.",
"Rule 8: Detect irregular activities such as inclement weather, unexplained 
phenomena, or unusual object movements.",
"Rule 9: Detect unexpected falls of objective or people that may lead to injury.",
"Rule 10: Identify individuals tampering with locks, attempting forced entry, or wearing 
unusual attire."

]
}

10 Rules Generated in Step a of the TRLC

Prompt:
You are an excellent smart video vigilance expert agent in the smart home security domain. 
## Task Instruction: 
You are given a smart home video clip, and your job is to carefully identify potentially risky, 
suspicious, or anomalous situations captured by the surveillance cameras. These cameras 
are set up by users to enhance their safety and security. Keep in mind that the people in the 
video may or may not be the camera owners. 
## Anomaly Definition: 
In this context, anomalies refer to behaviors or events that raise concerns related to 
security, personal safety, child safety, wildlife alerts, unusual pet behavior, senior 
monitoring, or any other situations that seem out of the ordinary. 

Response Format:
Please think step by step and respond using the format below:
{

"video_description": "A concise description of the video content, including objects, 
movements, and environmental conditions (max 200 words)",
"reasoning": "Detailed reasoning for why the situation is considered abnormal or 
concerning, if applicable (max 100 words)",
"anomaly": 0 or 1  // 0 for no anomaly detected, 1 for anomaly detected

}

TRLC for Video Anomaly Detection: Initial Prediction (Step b)Figure 16. 10 rules generated from the full video anomaly taxonomy in step (a) of TRLC by GPT-4o.

Generated Rules:
{

"rules": [
"Rule 1: Detect unusual or eccentric behavior by individuals that could alarm or 
frighten viewers.",
"Rule 2: Identify pets outdoors without their owner.",
"Rule 3: Monitor the presence of wild animals near the house, posing potential danger 
or risk of property damage.",
"Rule 4: Detect individuals attempting unauthorized access to the property or vehicles, 
indicating potential theft.",
"Rule 5: Monitor severe weather conditions or disasters like fires or earthquakes 
causing property damage or safety hazards.",
"Rule 6: Identify children outside the home without supervision.",
"Rule 7: Detect pets causing property damage or attempting to escape.",
"Rule 8: Detect irregular activities such as inclement weather, unexplained 
phenomena, or unusual object movements.",
"Rule 9: Detect unexpected falls of objective or people that may lead to injury.",
"Rule 10: Identify individuals tampering with locks, attempting forced entry, or wearing 
unusual attire."

]
}

10 Rules Generated in Step a of the TRLC

You are an excellent smart video vigilance expert agent in the smart home security domain. 

Task Instruction: 
You are given a smart home video clip, and your job is to carefully identify potentially risky, 
suspicious, or anomalous situations captured by the surveillance cameras. These cameras 
are set up by users to enhance their safety and security. Keep in mind that the people in the 
video may or may not be the camera owners. 

Anomaly Definition: 
In this context, anomalies refer to behaviors or events that raise concerns related to 
security, personal safety, child safety, wildlife alerts, unusual pet behavior, senior 
monitoring, or any other situations that seem out of the ordinary. 

Response Format:
Please think step by step and respond using the format below:
{

"video_description": "A concise description of the video content, including objects, 
movements, and environmental conditions (max 200 words)",
"reasoning": "Detailed reasoning for why the situation is considered abnormal or 
concerning, if applicable (max 100 words)",
"anomaly": 0 or 1  // 0 for no anomaly detected, 1 for anomaly detected

}

TRLC for Video Anomaly Detection: Initial Prediction (Step b)

Figure 17. System prompts adopted in step (b) of the TRLC for VAD: initial prediction. (These prompts are identical to the CoT prompts
shown in Figure 12).
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You are an advanced smart video surveillance expert in the smart home security domain. 
You are provided with the results of a smart home video analysis, including video 
description, reasoning, and an anomaly value. Additionally, you have a set of rules for 
anomaly detection.

Task Guidelines:
Your task is to review the provided rules. If the video content matches any of the rules, apply 
the rule and update the anomaly detection result, including the specific rule number. If no 
rule applies, state that no rule applies and retain the original anomaly value. 

Video Anomaly Result:

The video anomaly result is:
{

"video_description": "{video_description}",
"reasoning": "{reasoning}",
"anomaly": {anomaly}

}

Anomaly Rules:

The rules provided for anomaly detection are:
{

"rules": [
"Rule 1: Detect unusual or eccentric behavior by individuals that could alarm or 
frighten viewers.",
"Rule 2: Identify pets outdoors without their owner.",
"Rule 3: Monitor the presence of wild animals near the house, posing potential danger 
or risk of property damage.",
"Rule 4: Detect individuals attempting unauthorized access to the property or vehicles, 
indicating potential theft.",
"Rule 5: Monitor severe weather conditions or disasters like fires or earthquakes 
causing property damage or safety hazards.",
"Rule 6: Identify children outside the home without supervision.",
"Rule 7: Detect pets causing property damage or attempting to escape.",
"Rule 8: Detect irregular activities such as inclement weather, unexplained 
phenomena, or unusual object movements.",
"Rule 9: Detect unexpected falls of objective or people that may lead to injury.",
"Rule 10: Identify individuals tampering with locks, attempting forced entry, or wearing 
unusual attire."

]
}

Response Format:
Please think step-by-step and respond using the format below:
{

"Rule_Reasoning": "If the video matches a rule, provide reasoning based on the specific 
rule number. If no rule applies, state 'No applicable rule; retaining the original anomaly 
result.'",
"updated_anomaly": 0 or 1  // Based on the rule application, update the anomaly 
detection result: 0 for no anomaly detected, 1 for anomaly detected 

}

TRLC for Video Anomaly Detection: Self-Reflection (Step c)

Figure 18. System prompts adopted in step (c) of the TRLC for VAD: self-reflection.
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D.4. System Prompt for Error Diagnosis in In-Depth Analysis

We use the prompts in Figure 19 and Figure 20 to evaluate MLLM-generated video descriptions and reasoning against
human-annotated counterparts, respectively.

You are an expert in smart video surveillance. Your task is to carefully compare a video 
description generated by an LLM with the ground-truth video description. Pay attention to 
the cause and sequence of events, the details and movements of objects, and the actions 
and poses of persons in both descriptions.

Task Guidelines:
Based on your observations, select the most appropriate option(s) from the following list 
that describe the LLM video description:
1. If the LLM reasoning fully matches the ground-truth reasoning, select only option (A).
2. If the LLM description is 'NAN', select only option (F)
3. If the ground-truth description is 'NAN', select only option (H) and set the Reason to 

'The ground-truth description is NAN’. 
4. If none of the above conditions apply, select all applicable options from (B) through (E) 

and (G). Multiple options may be selected

LLM Description:

{llm_descriptions}

Ground-Truth Reasoning:

{true_description}

------

Question:
What situation describes the video description generated by the LLM?

Options:
A. Successfully Matched the Ground Truth: The LLM video description captures all 

important details in the ground truth.
B. Misinterpretation of Events or Actions: The LLM incorrectly understands or describes 

what is happening in the video, such as incorrect motion directions or actions.
C. Omission of Key Details: The LLM misses important events or abnormal occurrences 

that are crucial to an accurate description of the video.
D. Addition of Non-Existent Content (Hallucinations): The LLM includes events, objects, 

or details in its description that are not present in the actual video.
E. Lack of Contextual Understanding: The LLM fails to grasp the context, nuances, or 

underlying meaning of the video due to limited knowledge or understanding; for 
example, failing to recognize that the person in the video is the homeowner and 
regarding him as a suspicious stranger.

F. Technical Limitations and Errors: The LLM fails to generate a video description (LLM 
description is 'NAN').

G. Other Reasons: Other reasons why the LLM fails to generate the correct video 
description as the ground truth.

H. Absence of Ground-Truth Description: The ground-truth description is unavailable or 
'NAN', so a comparison cannot be made.

------

Response Format:
Please provide your assessment in the following JSON format, without any additional text or 
commentary:
{

"Option": ["A"], // or ["B", "C"] // List of selected option letters
"Reason": "Your reason for selecting the option(s); specifically, if you selected (G), please 
specify the reason that the LLM description is wrong (max 100 words)"

}

MLLM Description Performance Evaluation for Video Anomaly Detection

Figure 19. System prompts adopted in evaluating the MLLM-generated video description for VAD.

22



You are an expert in smart video surveillance. Your task is to compare the reasoning about 
anomalies in a video generated by an LLM with the ground -truth reasoning. Pay close 
attention to the causes and sequences of events, the details and movements of objects, 
and the actions and poses of persons in both descriptions.

Task Guidelines:
Based on your observations, select the most appropriate option(s) from the list below that 
describe the LLM's reasoning about anomalies in the video:
1. If the LLM reasoning fully matches the ground-truth reasoning, select only option (A).
2. If the LLM reasoning is 'NAN', select only option (F).
3. If the ground-truth reasoning is 'NAN', select only option (H) and set the Reason to 'The 

ground-truth reasoning is NAN'.
4. If none of the above conditions apply, select all applicable options from (B) through ( E) 

and (G). Multiple options may be selected.

LLM Reasoning:

{llm_explanations}

Ground-Truth Reasoning:

{true_explanation}

------

Question:
Based on the comparison, which of the following options best describe the LLM's reasoning 
about anomalies in the video?

Options:
A. Successfully Matched the Ground Truth: The LLM's reasoning captures all important 

details in the ground truth.
B. Misinterpretation of Events or Actions: The LLM incorrectly understands events or 

actions in the video, leading to incorrect identification of anomalies.
C. Omission of Key Abnormal Events: The LLM misses significant abnormal occurrences, 

resulting in incomplete anomaly detection.
D. Addition of Non-Existent Anomalies (Hallucinations): The LLM identifies anomalies 

that don't exist in the video, generating false positives.
E. Lack of Contextual Understanding: The LLM fails to grasp the full context of the video, 

misinterpreting normal events as anomalies or overlooking actual anomalies.
F. Technical Limitations and Errors: The LLM fails to generate reasoning about the video 

(LLM reasoning is 'NAN').
G. Other Reasons: Other reasons why the LLM fails to generate the correct video anomaly 

reasoning as the ground truth.
H. Absence of Ground-Truth Reasoning: The ground-truth reasoning is unavailable or 

'NAN', so a comparison cannot be made.
------

Response Format:
Please provide your assessment in the following JSON format, without any additional text or 
commentary:
{

"Option": ["A"],  // or ["B", "C"]  // List of selected option letters
"Reason": "Your reason for selecting the option(s); if you selected (G), please specify the 
reason that the LLM reasoning is wrong (max 100 words)"

}

MLLM Reasoning Performance Evaluation for Video Anomaly Detection

Figure 20. System prompts adopted in evaluating the MLLM-generated video reasoning for VAD.
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Table 8. Performance of MLLMs with two prompt frames: accuracy, precision, recall (%), and processing time (s) compared across
different MLLMs using zero-shot prompting (AD: anomaly detection, ND: normality detection).

Model
Accuracy Precision Recall Video Processing Time

AD ND AD ND AD ND AD ND

Gemini-1.5-flash 58.44 72.90 79.22 81.36 31.12 64.56 3.43 3.26
Gemini-1.5-pro 57.36 74.15 84.34 86.58 25.73 61.63 4.14 4.02
GPT-4o 68.41 70.74 80.09 82.07 55.16 58.55 10.15 9.79
GPT-4o-mini 69.91 73.07 76.52 78.66 63.79 68.72 10.09 10.39
Claude-3.5-sonnet 70.82 74.06 69.66 82.97 81.36 65.33 20.87 21.51
VILA-13b 46.05 55.28 0.00 78.46 0.00 23.57 1.38 1.28

E. Additional Experiments
E.1. Comparison between Anomaly Detection and Normality Detection

Anomaly detection is a classical binary classification task [6]. In the context of VAD, we employ two distinct prompt frames to
evaluate the accuracy of MLLMs in this classification task. First, we prompt the MLLMs to identify abnormal events within
a sequence of normal activities, targeting the anomaly detection task. Conversely, given that “normal videos” constitute
the majority of training data [40], we also frame the task as a normality detection issue, prompting MLLMs to justify
whether a video is normal. This bidirectional approach allows for a comprehensive evaluation of the MLLMs’ capabilities in
understanding and reasoning about smart home video clips, highlighting performance differences across different task frames
in MLLM-based VAD.

Zero-Shot Prompting The zero-shot prompt for anomaly detection is illustrated in Figure 11, while the prompt for normal-
ity detection is provided in Figure 21. Table 8 presents the VAD results for both anomaly detection and normality detection
tasks using zero-shot prompting. All MLLMs, except Claude-3.5-sonnet, achieve higher accuracy, precision, and recall in
the normality detection task. VILA-13b classifies all videos as normal when tasked with anomaly detection, emphasizing its
limitations in zero-shot VAD tasks, despite being the fastest model in processing videos. Given that VAD is a binary classifi-
cation task, the random guess accuracy is 50%. Even the best-performing MLLMs achieve accuracy close to this threshold,
highlighting their limited understanding of anomalies in smart home contexts. These results likely reflect the models’ train-
ing on datasets primarily composed of normal videos, leading to stronger prior knowledge of normal events in smart home
scenarios.

Please watch the video carefully and determine whether it contains any anomalies.

Response Format:
Reply using the following format:
{

"anomaly": 0 or 1  // 0 for no anomaly detected, 1 for anomaly detected
}

Zero-Shot Prompting for Video Anomaly Detection

Please watch the video carefully and determine whether the situation captured in the video 
is normal.

Response Format:
Reply using the following format:
{

"normality": 0 or 1 // 0 for the video is normal, 1 for anomaly detected
}

Zero-Shot Prompting for Video Normality Detection

You are an excellent smart video vigilance expert agent in the smart home security domain. 

Task Instruction: 
You are given a smart home video clip, and your job is to carefully identify potentially risky, 
suspicious, or anomalous situations captured by the surveillance cameras. These cameras 
are set up by users to enhance their safety and security. Keep in mind that the people in the 
video may or may not be the camera owners. 

Anomaly Definition: 
In this context, anomalies refer to behaviors or events that raise concerns related to 
security, personal safety, child safety, wildlife alerts, unusual pet behavior, senior 
monitoring, or any other situations that seem out of the ordinary. 

Response Format:
Please think step by step and respond using the format below:
{

"video_description": "A concise description of the video content, including objects, 
movements, and environmental conditions (max 200 words)",
"reasoning": "Detailed reasoning for why the situation is considered abnormal or 
concerning, if applicable (max 100 words)",
"anomaly": 0 or 1  // 0 for no anomaly detected, 1 for anomaly detected

}

Chain-of-Thought Prompting for Video Anomaly Detection

Figure 21. System prompts adopted in zero-shot prompting for video normality detection.

CoT Prompting Given that all MLLMs perform better on normality detection than anomaly detection with zero-shot
prompting, an important question arises: does this trend continue with CoT prompting?

To investigate, we evaluate CoT performance for both anomaly detection and normality detection. The prompts used
are detailed in Figure 12 and Figure 22, respectively. As shown in Table 9, for the AD results, CoT prompting improves
accuracy and recall compared to the zero-shot prompting in Table 8, meeting expectations for CoT’s effectiveness. However,
performance in normality detection declines with CoT prompting. While four MLLMs achieve over 90% precision in the
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You are an excellent smart video vigilance expert agent in the smart home security domain. 

Task Instruction: 
You are given a smart home video clip, and your job is to carefully identify potentially risky, 
suspicious, or anomalous situations captured by the surveillance cameras. These cameras 
are set up by users to enhance their safety and security. Keep in mind that the people in the 
video may or may not be the camera owners. 

Anomaly Definition: 
In this context, anomalies refer to behaviors or events that raise concerns related to 
security, personal safety, child safety, wildlife alerts, unusual pet behavior, senior 
monitoring, or any other situations that seem out of the ordinary. 

Response Format:
Please think step by step and respond using the format below:
{

"video_description": "A concise description of the video content, including objects, 
movements, and environmental conditions (max 200 words)",
"reasoning": "Detailed reasoning for why the situation is considered abnormal or 
concerning, if applicable (max 100 words)",
"anomaly": 0 or 1  // 0 for no anomaly detected, 1 for anomaly detected

}

Chain-of-Thought Prompting for Video Anomaly Detection

You are an excellent smart video vigilance expert agent in the smart home security domain.

Task Instruction: 
You are given a smart home video clip, and your job is to carefully identify normal, expected, 
or ordinary situations captured by the surveillance cameras. These cameras are set up by 
users to enhance their safety and security. Keep in mind that the people in the video may or 
may not be the camera owners. 

Normality Definition: 
In this context, normality refers to behaviors or events that are typical and do not raise 
concerns related to security, personal safety, child safety, wildlife activity, pet behavior, 
senior monitoring, or any other situations that seem usual. 

Response Format:
Please think step by step and respond using the format below:
{

"video_description": "A concise description of the video content, including objects, 
movements, and environmental conditions (max 200 words)",
"reasoning": "Detailed reasoning for why the situation is considered normal and not 
concerning, if applicable (max 100 words)”,
"normality": 0 or 1 // 0 for the video is normal, 1 for anomaly detected

}

Chain-of-Thought Prompting for Video Normality Detection

Figure 22. System prompts adopted in CoT prompting for video normality detection.

Table 9. Performance of MLLMs with two prompt frames: accuracy, precision, recall (%), and processing time (s) compared across
different MLLMs using CoT prompting (AD: anomaly detection, ND: normality detection).

Model
Accuracy Precision Recall Video Processing Time

AD ND AD ND AD ND AD ND

Gemini-1.5-flash 69.58 45.47 74.44 40.00 66.41 2.16 4.61 4.57
Gemini-1.5-pro 74.06 61.60 83.77 93.90 64.41 30.82 7.05 6.83
GPT-4o 72.57 57.94 83.02 100.00 61.79 22.03 12.55 14.27
GPT-4o-mini 68.83 49.46 68.07 100.00 79.51 6.32 12.28 13.39
Claude-3.5-sonnet 71.90 54.20 83.44 95.37 59.78 15.87 24.49 24.09
VILA-13b 68.41 43.39 68.45 13.64 76.89 0.92 6.74 11.56

normality detection task, the overall accuracy drops significantly compared to the ND results in Table 8. This suggests that
while MLLMs have a solid grasp of normality, CoT prompting reinforces their existing strengths without addressing their
weaknesses in anomaly detection, resulting in a decrease in overall VAD accuracy. In terms of efficiency, Gemini-1.5-flash
emerges as the fastest model with CoT prompting, whereas VILA-13b, previously the fastest, likely loses this advantage due
to difficulties in processing longer prompts.

From the comparison between two prompt frames under zero-shot and CoT prompting, we observe that a feasible way
to stably enhance MLLM VAD performance is to focus on anomaly detection while enriching the prompt with contextual
information about anomalies in smart home scenarios. This strategy helps compensate for the models’ inherent limited
understanding of anomalies.

E.2. Evaluation on Video Understanding of MLLMs

From Figure 7 and Figure 8 in the main paper, we analyze the five failure types where MLLMs failed to generate correct
video description and reasoning. Additionally, we examine the distribution of MLLM outcomes for video description and
reasoning across three ground-truth anomaly tags, i.e., Normal, Abnormal, and Vague Abnormal, as shown in Figures
23 and 24, respectively. The possible outcomes are defined as follows: (1) Correct: the MLLM’s response matches the
annotated description or reasoning; (2) Error: the MLLM generates “nan” or nonsensical information; (3) Incorrect: there is
at least one mismatch between the MLLM output and human annotation.

For video description, over 1000 MLLM outputs are incorrect from the top three MLLMs, whereas over half of the
reasoning outputs are correct. This discrepancy is likely because the description tends to include more detailed information
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compared to the reasoning, as illustrated in Figure 10, making it more challenging for MLLMs to match every detail in the
descriptions. The error rates for the three models follow the same ranking for both description and reasoning: Gemini-1.5-
pro exhibits the highest error rate, followed by Claude-3.5-sonnet, with GPT-4o showing the least, indicating the relative
stability of GPT-4o in response generation. The proportion of videos with correct descriptions across MLLMs remains
consistent between normal and abnormal videos. However, the proportion of correct reasoning decreases progressively
from normal to abnormal and further to vague abnormal. This trend highlights the limited understanding MLLMs
have of smart home anomalies in our dataset, particularly for more ambiguous cases.
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Figure 23. Distribution of video outcomes for the top three MLLMs’ description compared to human-annotated description across different
video anomaly tags.
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Figure 24. Distribution of video outcomes for the top three MLLMs’ reasoning compared to human-annotated reasoning across different
video anomaly tags.
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