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Abstract—Swarms of drones are gaining more and more
autonomy and efficiency during their missions. However, security
threats can disrupt their missions’ progression. To overcome
this problem, Network Intrusion Detection Systems ((N)IDS) are
promising solutions to detect malicious behavior on network
traffic. However, modern NIDS rely on resource-hungry machine
learning techniques, that can be difficult to deploy on a swarm
of drones. The goal of the DISPEED project is to leverage
the heterogeneity (execution platforms, memory) of the drones
composing a swarm to deploy NIDS. It is decomposed in two
phases: (1) a characterization phase that consists in characteriz-
ing various IDS implementations on diverse embedded platforms,
and (2) an IDS implementation mapping phase that seeks to
develop selection strategies to choose the most relevant NIDS
depending on the context. On the one hand, the characterization
phase allowed us to identify 36 relevant IDS implementations
on three different embedded platforms: a Raspberry Pi 4B,
a Jetson Xavier, and a Pynq-Z2. On the other hand, the
IDS implementation mapping phase allowed us to design both
standalone and distributed strategies to choose the best NIDSs
to deploy depending on the context. The results of the project
have led to three publications in international conferences, and
one publication in a journal.

Index Terms—Swarm of drones, Network Intrusion Detection
Systems, heterogeneous computing

I. INTRODUCTION

Unmanned Surface Vehicles (USVs) are used to carry out
large-scale missions, which can involve drones with high
computing power and autonomy, as well as less expensive
drones with limited computing and battery capacity.

USVs operating in swarms (cooperation between USVs) can
accomplish far more complex missions. However, this implies
a high level of communication between drones, which can
expose them to a variety of attacks. It is therefore necessary
to detect attempted intrusions in good time and at low energy
cost, using Intrusion Detection Systems (IDS).

Modern IDSs are mostly based on machine learning (ML)
methods, where models are trained to identify abnormal and
potentially malicious traffic. However, running inferences on
ML models is generally costly in terms of computing and stor-
age resources (main memory and disks), as well as consuming
energy. It is therefore essential to optimize their execution
so that the IDS task has the least impact on resource use,
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for USVs to accomplish their main tasks while ensuring a
satisfactory level of safety.

One possible approach is to take advantage of the hardware
heterogeneity that can exist among USVs, to choose the
hardware configurations best suited both to the level of security
required according to the geographical area in which the
swarm is evolving, and to the resources available (computing
and memory capacity) on the USV.

II. OVERVIEW OF THE DISPEED PROJECT

The aim of DISPEED is to explore possible trade-offs in
terms of safety, performance and energy for executing IDS
on a swarm of USVs by exploiting intra/inter-USV hardware
heterogeneity. Figure 1 shows the general operation of the
platform designed as part of the project:

• 1 Characterization of IDS models and execution
platforms: IDSs are based on different machine learning
algorithms (e.g. random forests, DNN) and deployed
on heterogeneous computing elements (e.g. CPU, GPU,
FPGA). We propose an offline methodology to charac-
terize this environment in terms of Quality of Service
(QoS) – latency, accuracy, energy consumption – and
resource metrics (memory usage, storage, etc.) [1], [2].
A key finding of this study is the significant disparity
in implementations characteristics, with many metrics
exhibiting trade-offs (e.g., higher accuracy often comes
at the cost of increased latency or energy consumption).
Consequently, the optimal IDS implementation depends
on the specific constraints of a given mission, motivating
further investigation in studies 2 and 3 ;

• 2 Distribution of traffic to be analyzed within the
swarm: based on measurements from the offline phase,
an online optimization strategy is implemented to decide
on a distribution of the traffic to be analyzed between the
drones in the swarm, so as to make the best compromise
between energy and QoS [3]. The distribution module
is decomposed in two steps: (1) drone capacity self-
assessment, and (2) flow distribution. On the one hand,
the drone capacity self-assessment allows each drone to
estimate its processing capacity, as well as its workload,
and broadcast it to the rest of the swarm. On the other
hand, the flow distribution allows determining how the
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Fig. 1. High-level overview of the final system considered in DISPEED.

swarm will process the packet flows, while trying to
minimize communications overhead. At the end of this
phase, each drone can estimate its traffic load for the
future phase;

• 3 Mapping IDSs to USVs: the measurements from
the characterization phase are used as part of a mixed
offline/online optimization strategy that, depending on
the state of each USV in the swarm, the characteristics
of the IDS models and the state of the mission, selects
the IDS model best suited to the situation and deploys
it on the USV [4]. The selection process is divided
in two phases: (1) the offline phase, which objective
is to select implementations from the characterized set
that lie on the Pareto front, while ensuring they meet
the USV’s storage constraints; and (2) the online phase,
which consists in filtering the implementations that satisfy
the live mission constraints, and choosing among them
the implementation that hits the best trade-off between
QoS metrics.

The aim is to explore different models of IDS, and im-
plement them on different hardware architectures, in order to
extract data on the level of security guaranteed by the model,
as well as the time and energy cost of its implementations.
Given the characteristics of all the implementations, the aim
is to select the best implementation during the mission, i.e.
the one that achieves the best compromise between security,
performance and energy.

This heterogeneity can also be exploited to distribute the
load in the swarm. The availability of each drone in the swarm
can change during the course of a mission - depending on the
criticality of the tasks allocated to it, but also in relation to a
possible breakdown, for example. In this way, the distribution
of the analysis work to be carried out on each drone can evolve
during the course of a mission, so as to guarantee QoS. This
flow distribution in a distributed system like a swarm of drones

is not trivial, and requires rigorous analysis and optimization
techniques to guarantee intrusion detection within the allotted
time.

III. CONCLUSION

In DISPEED, we devised a framework for IDS deployment
on a swarm of heterogeneous drones. In order to optimize the
system for energy consumption while enforcing QoS under
security constraints, our solution considers the system at the
granularity of the swarm to optimize traffic distribution across
the drones; and at the granularity of a drone to optimize IDS
selection. To sum up our general approach, DISPEED lever-
ages hardware heterogeneity across a swarm of edge devices to
satisfy resource constraints as well as operational constraints
during various missions. Perspectives for future work include
considering the actual deployment phase. Indeed, drones are
mixed-criticality systems hosting workloads that compete for
shared resources. As interferences between various processes
arise on such capacity-limited devices, a scheduling strategy
that consider individual drones as well as the swarm as a whole
might be necessary to maintain adequate levels of QoS.
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