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Abstract—In the last decades, CPSs have experienced a significant technological evolution and increased connectivity, at the cost of
greater exposure to cyber-attacks. Since many CPS are used in safety-critical systems, such attacks entail high risks and potential
safety harms. Although several defense strategies have been proposed, they rarely exploit the cyber-physical nature of the system.

In this work, we exploit the nature of CPS by proposing CyFence, a novel architecture that improves the resilience of closed-loop
control systems against cyber-attacks by adding a semantic check, used to confirm that the system is behaving as expected. To ensure
the security of the semantic check code, we use the Trusted Execution Environment implemented by modern processors.

We evaluate CyFence considering a real-world application, consisting of an active braking digital controller, demonstrating that it can
mitigate different types of attacks with a negligible computation overhead.

Index Terms—Cybersecurity; Trusted Execution Environment; Security of Cyber-Physical Systems; Safety-critical systems;

Closed-loop controllers.

1 INTRODUCTION

The technological progress of the last few decades has paved
the way for the development and ubiquitous implementa-
tion of CPSs. They consist of computer-controlled devices
capable of affecting the behavior of the referred physical
system. Typical examples are industrial robots and vehicles.
These devices are often safety-critical since their capabilities
may harm humans if their tasks are performed incorrectly.
For example, an automotive Antilock Braking System (ABS)
that fails in releasing the brake or a collaborative robot that
moves unpredictably [I]]. In the last few years, thanks to
the development of cheap advanced communication tech-
nologies, we witnessed the implementation of wireless com-
munication in many computer-controlled systems, allowing
them to stream data from remote reliably. Moreover, worth
mentioning are industry 4.0 robots and establishments, ve-
hicle communication [2], and Internet of things (IoT) devices
deployed in critical infrastructure. Indeed, this increased
connectivity offers the opportunity to develop new features
such as remote control and monitoring, making it particu-
larly appealing for CPSs. However, from a security perspec-
tive, it also widens the attack surface of the system, exposing
such devices to malicious attacks. Unfortunately, as of today,
it is almost effortless to find ways to tamper with connected
devices, and, in the literature, there are several documented
vulnerabilities (e.g., [3| 4]). It follows that the relentless
implementation of CPSs in more and more applications
increases the systems’ safety but also their vulnerabilities.
Therefore, it is of utmost importance to find new solutions
to make these devices not only safe, as they are today,
but also secure. In the literature, several approaches have
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been presented, aiming at addressing the aforementioned
issue of proposing secure CPSs [5]. However, the majority
of solutions are borrowed from the embedded systems
or IoT security field, where Hardware Security Modules
(HSMs) are used to certify the cryptographic functions and
communication, and secure boot ensures the authenticity of
the executed firmware [6]. Preliminary studies have been
conducted to address architectural approaches within the
larger scale of entire CPSs [7]. Also, researchers recently
began to consider the use of new hardware technologies or
software architectures to improve the security of the devices.
An example is the Contego-TEE architecture [8] which uses
the ARM TrustZone Trusted Execution Environment (TEE)
to add a new security check on the final software compu-
tations [9]. However, in many control systems, like those
employed in the automotive field, the problem is still open,
since the spectrum of feasible solutions is strongly reduced
by strict requirements and stringent deadlines to ensure
real-time communication and actuation. This requirement is
unsatisfied by most of the solutions proposed so far, which,
unfortunately, are highly time-demanding.

To overcome these issues, we propose CyFence, a novel
software architecture that leverages a TEE to perform a
security check that can detect unexpected behaviors in a
control loop-based system, hence focusing on the cyber-
physical properties of CPSs such as industrial robots and
machinery, vehicles, and critical infrastructures. In fact, we
use control theory notions to develop a set of bounds for the
system output that are both reliable and fast to compute.
The proposed architecture is general, and it is designed
to be compliant with most control algorithms. The main
advantage of CyFence is related to the fact that it directly
makes use of the TEE technology of the micro-controller,
without requiring additional hardware.

In order to verify the effectiveness of the proposed archi-
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tecture in a real-world case scenario, we implement a proof-
of-concept ﬂ using as a case study the automotive domain,
and specifically an ABS system. Specifically, we evaluate
the performance overhead of CyFence on an ARM Cortex-
M architecture which implements TrustZone as TEE. Our
results indicate that the security check can be performed
with minimal overhead and that the detection time of an
attack is strictly correlated with the difference in magnitude
between the tampered output and its correct value.
In detail, our contributions are:

e We present CyFence, a novel detection method that
makes use of TEEs to secure closed-loop control sys-
tems by detecting anomalies modeled as deviations
from their expected behavior. To the best of our
knowledge, CyFence is the first solution that exploits
TEE technologies in the CPSs domain;

o We demonstrate the practical feasibility of our ap-
proach by implementing CyFence on one the most
pervasive TEE technologies (ARM TrustZone) and
studying its performance under real-time constraints;

e We demonstrate the effectiveness of CyFence by
considering the automotive ABS system as a use-
case scenario, showing its capabilities in preventing
malicious behavior.

The rest of the paper is structured as follows: in Section 2]
we present the TEE technology along with a brief primer on
closed-loop controllers. In Section 3{ we present the current
state of the art regarding countermeasures for connected
closed-loop control systems and the motivation of our work.
Then, in Section [d] we detail our threat and attacker models.
We proceed to describe our approach and the model of our
architecture in Section |5} and the design and implementation
of our case study, alongside our results, in Section|6] Finally,
in Section [/l we discuss the limitations and future works of
CyFence, while we draw our conclusion in Section

2 BACKGROUND

To aid in comprehending our design, we provide two brief
primers on closed-loop controllers and TEE technologies.

2.1

A system works in closed-loop when a feedback mechanism
modifies the input based on information retrieved by the
produced output in order to reduce errors and improve
stability [10, [11]. In Figure |1} we show a generic closed-
loop controller. When the system aims at making the output
reach and maintain a specific value, the so-called setpoint,
it is a common practice to use as the input value the error
signal computed as the difference between the state of the
controlled variable (i.e., the signal transmitted through the
feedback path) and the desired value (i.e., setpoint). This
task is usually performed by a computation unit that sub-
tracts the system output measured by a sensor (i.e., the feed-
back sensor) from the theoretical setpoint. The controller
leverages the previous inputs and outputs to compute the
next input value required to reach the setpoint.

Closed-loop controllers
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To design the controller for the application at hand, we
choose a Proportional Integral Derivative (PID), as it is
the most widely adopted control-loop architecture, thanks
to its simplicity and fast computation, making it an ideal
choice for real-time applications. Although more advanced
control approaches exist, the PID is less computationally de-
manding, ensuring that high performance can be delivered
without sacrificing real-time performance [12]. Moreover,
the simple PID architecture, characterized by only a few
parameters to fine-tune (i.e., the gains), provided reliable
and high-performance results. Within the context of ABS
design, which we implemented as an explanatory use-case,
PID and other similar linear and time-invariant controller
architectures have been successfully used in practice, see
e.g., [13]. In PID controllers, the control variable is computed
based on the tracking error as the sum of three components,
the Proportional, Integral, and Derivative terms, respec-
tively. Equation (1) shows an ideal PID transfer function in
the frequency domain.

K; K
C(s) = K + — 4 —4°

_— 1
S Tfs+1 ()

2.2 Trusted Execution Environment Technologies

TEE is a technology that provides a secure execution en-
vironment for sensitive applications on a device. It is a
hardware-based security technology that separates trusted
and untrusted environments on a device, ensuring that
sensitive data and processes are protected from tampering
and other security threats. TEE is implemented using a com-
bination of hardware and software components, including
a secure processor, secure boot, secure storage, and secure
communication channels. The secure processor provides a
trusted execution environment that is isolated from the main
processor and the operating system. The secure boot ensures
that only trusted software is loaded into the TEE. The secure
storage provides a secure area for storing sensitive data,
such as cryptographic keys. The secure communication
channels ensure that data transmitted between the TEE and
the main processor is encrypted and protected from tam-
pering. TEE is widely used in mobile devices, IoT devices,
and other embedded systems to protect sensitive data, such
as personal information, financial transactions, and cryp-
tographic keys. Several TEE implementations are available
today, including ARM TrustZone (and its variant Samsung
TEEGRIS), Trustonic TEE, and Qualcomm Secure Execution
Environment. Even though our proposed solution can be
implemented through a generic TEE technology, in this
work, we employ ARM TrustZone, given the widespread
adoption of ARM-based processors in IoT and embedded
devices.

ARM TrustZone. TrustZone [14] enables two different soft-
ware security states, secure and non-secure. It is possible to
map which memory addresses can be accessed from the non-
secure state by creating two environments, each one allowing
access to memory and executing code. Micro-controllers’
peripherals are mapped as memory addresses and, there-
fore, can be treated as such and denied access from the non-
secure state if needed. The first executed code at startup is
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Figure 1: Standard CPS Closed-loop controller. In red, the elements that we consider in the threat model.

always from the secure state. Finally, any attempted access
to a secure state from the non-secure one without passing
through the proper functions raises exceptions in the secure
state. To call a secure function from a non-secure state, it
is necessary to call an instruction in a memory map called
“non-secure callable”, which allows the transition. There-
fore, ARM TrustZone provides only isolation between the
secure and non-secure state.

3 RELATED WORKS

Several works proved the weaknesses of CPS to cyber-
attacks [15, [16} [17] since such systems have been connected
to local and wide area networks, enabling remote access and
increasing the attack surface.

Various countermeasures have been proposed, the ma-
jority of which focus on the detection or the prevention of
attacks at network or sensor level [18} [19].

However, as stated by Giraldo et al. in an extensive
survey on CPS attack detection [20], “the physical evolution
of the state of a system has to follow immutable laws of na-
ture”. Following this concept, researchers began designing
novel detection solutions based on the physical properties of
CPS. Notable examples of such detection methods apply this
concept to water control systems [21]], electricity consump-
tion in smart meters [22], and boilers in power plants [23].

The techniques applied to study the physical behavior
of the system significantly vary from one work to the other.
Some techniques attempt to estimate the state of each sensor
to detect those that are sending false information [24} 25].
Other methods actively monitor the system by triggering
events and analyzing the system response [26} 27} 28]. Other
works attempt to detect whether the system executes the
correct task by analyzing its power consumption [29]. Fi-
nally, some techniques use machine learning to implement
detection [30} 31, I32]. For further details on detection sys-
tems and techniques for general CPSs, we refer the reader to
Giraldo et al.’s work [20], and other surveys on the security
of CPSs [33, 34, 35].

For the purposes of this work, however, the most re-
lated works are those that also take into account the time
constraints of real-time systems acting on CPSs. Kim et
al.[9] propose a security architecture that intends to virtually
partition the memory space and enforce memory access
control of a real-time device. With this approach, every

process can only access its memory. Liu et al. [36] imple-
ment a trusted computing block within ARM TrustZone
that enforces a secure access control policy for the essential
protected peripherals of a drone. Aware of the several works
proving the possibility to gain unrestricted access to all the
peripherals, they propose an Access Control Decision Block
that understands if the access to a peripheral is authorized
and, eventually, allows its execution. While this paper fo-
cuses on securing drones, its rationale can be easily ported
to other CPS. Hasan et al. [8] propose an invariant checking
mechanism to ensure the security and safety of the physical
system. Yoon et al. [37] design a software architecture that
enables an attack-resilient control of modern UAS using vir-
tualization (in which an unverifiable controller is supported
by an attack resilient one). All the drone peripherals are
virtualized, so the unverifiable controller cannot directly act
on them. The safety controller takes over if any anomaly is
detected.

Discussion. One of the common traits of many state-of-the-
art solutions is their being heavily context-dependent, mak-
ing them hardly extensible to other systems. Instead, our
approach positions itself as a context-independent security
architecture capable of detecting tampering at a controller
level. In fact, it can be used with the vast majority of closed-
loop control systems since it is control-algorithm agnostic.
Contrary to computation-heavy approaches such as those
based on machine learning, CyFence directly exploits the
physical behavior of the system through a set of semantic
boundaries. This solution has a lower impact on the con-
troller performances guaranteeing it can work on CPS with
stringent time constraints (e.g., an automotive ABS such as
the one presented in our case study).

4 THREAT MODEL

In the context of CPSs, threat modeling is fundamental to
comprehend the risks associated with the system and to
assess its security. In Figure we show, colored in red, the at-
tack surface of our threat model. In this specific context, we
consider an attacker that modifies the controller code and
parameters to compromise the availability or the integrity
of the CPS by performing either a Denial of Service (DoS)
attack or a Tampering attack, where the final objective is to
modify the output of the controller, consequently affecting
also the actuator behavior. This can be achieved through



either uploading tampered firmware on the controller unit,
or by exploiting vulnerabilities that enable the attacker to
execute arbitrary code, as demonstrated by Quarta et al. [3].
Note that, even assuming that security measures such as
secure boot or secure software update are implemented,
the threat model presented above remains valid, since such
measures are ineffective against the exploitation, at run
time, of memory corruption vulnerabilities. Moreover, the
intuition of exploiting TEEs to secure sensor data and detec-
tion algorithms enables CyFence to ensure that the attacker
has no access to the security module while keeping such
module on the same computing unit of the closed-loop
controller, differently from other solutions such as HSMs.

Although CyFence is independent of the performed at-
tack, we assume that an attacker can tamper the actuator
output either by tampering with the actuator input (ie.,
produced in output by the controller) or by modifying the
controller source code and parameters, which are stored in
the device’s memory. Specifically, we envision three possible
attacks that an adversary can implement:

(a) The tampering of the controller parameters. In the case
of a PID controller, K,,, K;, and Ky, presented in Equa-
tion[T}

(b) The tampering of the controller setpoint;

(c) The tampering of the controller output.

CyFence is a software-only solution that exploits the
capabilities of the CPS micro-controller. Therefore, we con-
sider the security of the external network, although of
paramount importance, as out of the scope of this work
and assume that state-of-the-art solutions are deployed to
guarantee the network signal integrity. For this reason, we
consider the information arriving from external sensors
through networks — such as the Controller Area Network
(CAN) in vehicles — as trusted.

5 CYFENCE

We envision CyFence as a software architecture that guaran-
tees the integrity of security measures such as intrusion and
anomaly detection systems directly implemented in the CPS
control unit. CyFence models the properties of the physical
system in order to detect misbehavior of the controller
by analyzing its outputs in relation to its parameters and
inputs. By verifying that the outputs of the CPS conform
to its expected physical behavior, CyFence can provide a
solution that is independent of the specific implementation
of the controller.

We exploit the TEE to isolate and secure the inputs of
the system and the output validation from the controller
code to guarantee their integrity. This ensures that even
if an attacker manages to compromise the controller, the
isolated check would not be affected and could detect the
attack. Starting from the threat model and attack surfaces
presented in Section [} the idea behind CyFence is that of
designing an integrity and semantic check of the controller
output (i.e., an assessment of the compliance of the current
behavior with the expected one). To do so, we first compute
the expected system functioning through the control-theory-
based model of the system under normal behavior and,
through this model, we define a set of bounds within which
we consider the controller output valid. We define these
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bounds as “semantic”, since they are strictly dependent on
the specific function of the modeled system.

Figure [2| shows a schematic view of CyFence architec-
ture. Our solution comprises three different software com-
ponents implemented in the secure state: the Controller Data
Abstraction Layer (CDAL), which safely stores the inputs and
parameters of the controller; the Output Validator, which
verifies that the outputs of the CPS conform to its expected
physical behavior; the Recovery Policy, which implements the
reaction of the system upon misbehavior detection. These
three components encompass the non-secured controller.

Explanatory Example. Considering a robotic arm CPS, an
attacker may be able to exploit a vulnerability (as explained
in [3]) and obtain code execution compromising the con-
troller. In line with the threat model presented in |4} the
attacker aims to alter the robotic arms” behavior by modi-
fying the controller output. CyFence guarantees the attack
detection and reaction. The attacker may attempt to modify
the controller parameters or inputs to achieve its target
output while hiding its presence. However, CyFence would
detect any tampering of such variables since its CDAL,
implemented in TEE, is the first to receive signal inputs and
securely stores the controller parameters. The attacker may
directly tamper with the controller code. Again, CyFence
would detect such an attack since the output of the con-
troller would not be coherent with the expected behavior
modeled in the output validator.

TEE design choices. TEE technology merely provides isola-
tion between the secure and the non-secure state. Therefore,
it is necessary to define which elements of the system
are trusted (i.e., harmless and known to be secure) and
map only those elements in the secure state. Mapping the
whole controller code to the secure state, besides making
the solution controller-dependent, would lower the security
of the entire system, increasing its attack surface and making
the TEE potentially useless. In fact, while it is generally
possible to implement the entire control system in the TEE,
this would make the trusted element, implemented in the
secure state, more complex and hence harder to verify. This
contrasts with the general goal of having simple, easily ver-
ifiable trusted elements. This would be particularly true in
cases where the controller is implemented through machine
learning techniques as proposed in [38]. In addition, the
control code may require updates, either for security or
functionality reasons. An update procedure that modifies
the memory in the secure state would increase the attack
surface of the system. Moreover, it is also necessary to de-
sign a program control flow that does not allow an attacker
to bypass or tamper with the secure code execution, e.g.,
by modifying inputs and outputs or hijacking the execution
to skip the output validation. In our solution, to maintain
trusted elements to a minimum, we isolate and secure only
inputs and parameters (CDAL), the output validator, and
the recovery policy.

Computational requirements. It is important to highlight
that CyFence’s requirements on execution time are bound to
the refresh rate of the CPS under analysis. In fact, CyFence
must be sufficiently fast to be executed at every control-loop
iteration without introducing overheads that can exceed the
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Figure 2: CyFence’s model. Components in blue and red are implemented in the secure state and non-secure state,

respectively.

real-time requirements of the system under analysis, hence
causing a deadline miss.

5.1 Controller Data Abstraction Layer (CDAL)

This software component, at every control loop iteration,
reads the sensor output and extrapolates the values that are
relevant to the controller. As mentioned above, sensor data
can be mapped to allow access only from the secure state,
ensuring their integrity as long as the network is consid-
ered secure. The CDAL also serves the purpose of secure
memory for all the parameters computed at design time
and required by the Output Validator (the second software
component). The goal of this software layer is that of storing
and preparing in a secure environment the data used by
the non-secured controller and the Output Validator for their
scopes.

5.2 Output Validator

This software component checks the output of the controller
and is further divided into two modules, the Deadline Check
and the Semantic Check.

e The Deadline Check It ensures that the controller does
not miss the delivery of its computation results to the
actuator. If the deadline is missed, a recovery policy
is initiated.

o The Semantic Check has the task of guaranteeing that
the produced output fulfills a series of requirements
given by the apriori knowledge of the controller struc-
ture.

Given a linear and time-invariant control loop, as that
considered herein, with stability guarantees and without
zeroes at the origin in the loop transfer function, the output
movement is guaranteed to be enveloped by two exponen-
tial functions a priori known since dependent on the system
transfer function. We use this knowledge to detect anoma-
lous behaviors, identified by monitoring that the output
does not exceed the theoretical bounds during the opera-
tions. To do this, we approximate the closed-loop behavior

using commonly employed models of the complementary
sensitivity function [39]. Such approximation leads, in gen-
eral, to a second-order transfer function, and the natural
frequency and damping of its poles can be computed from
the phase margin and the cross-over frequency. Thus, the
bounds are computed as shown in Equation (2).

bounds(t) = setpoint + e~“5t (2)

where w,, is the cross-over natural frequency of the
loop transfer function, and & ~ ¢,,/100, ¢,,, being
the phase margin associated to the loop transfer
function itself.

There are two main reasons that make these bounds
appealing for our application:

e Aslong as the output value of the controller is within
the bounds, the system evolves according to its ex-
pected behavior, eventually reaching the setpoint,
hence maintaining its functionalities. Accordingly, as
long as the output remains within the boundaries we
consider the CPS not tampered.

e The bounds are computed using only parameters
that are available at design time. This means that it is
possible for the model to be stored completely in the
secure state, making it impossible for the attacker to
modify it.

As a positive side note, from an implementation stand-
point, the execution of the boundaries check is simple and
fast, increasing the possibility for the system to comply with
a real-time application. Even considering controllers with
more complex boundary functions, it is possible to revert to
pre-built lookup tables to minimize the computation over-
head. Clearly, the computation of the bounds here is made in
a simplified way, that does not take into account the model
uncertainties that may affect the system dynamics. Note,
however, that robust control procedures exist to compute
such bounds also for uncertain systems so that the proposed
procedure has a wide range of applicability.



5.3 Recovery Policy

The Recovery Policy represents the sequence of actions taken
by our system once an anomaly is detected. In particular,
as mentioned before, the controller output must be com-
prised inside specific boundaries, computable considering
its mathematical model. Therefore, if they are exceeded,
the recovery policy is initiated. As an example, we can see
in Figure how the boundaries (dotted black lines) are
exceeded by the actual controller output (in orange) in the
case where an attacker has modified the K, parameter of
a PID controller. The recovery policy would be triggered at
t ~ 0.4 seconds, where the bounds are surpassed for the
first time.

As with any intrusion reaction system, the recovery
policy is extremely context-dependent, and it is impossible
to define a priori the perfect solution for every system
to protect. Nonetheless, we suggest that a generally valid
solution is that of implementing module redundancy, which
implies having a second controller to activate in case the
first one fails. Module redundancy is a standard in safety
systems, adopted as a solution to provide error correction
and not only error detection.

To achieve this goal, at least three controllers are re-
quired, to allow for a voting mechanism to establish which
is the faulty one. Our general recovery policy architecture
suggestion entails designing two types of controllers, one
connected, and one not connected. The first one, more
complex, is updatable. It has more capabilities and is the
one usually leveraged to control the actuator. The second
one, instead, is designed ad-hoc not to be reachable by any
attacker and is only implemented as the recovery policy
of the system. Please notice that this recovery policy is
particularly effective in deterministic systems, such as the
automotive ABS, since the measure to undertake in order
to ensure security is the same over time, i.e., stop the car.
In more complex systems, which require more frequent task
updates, this recovery policy would be harder to implement.
However, even considering complex systems, such as coop-
erative robots, in which the optimal countermeasure may
vary over time, our detection system can still be effective,
setting as recovery policy a system shutdown.

6 CASE STUDY: AUTOMOTIVE ANTI-LOCK BRAK-
ING SYSTEM

To study the feasibility of our approach and assess its
performance, we implement it on an automotive ABS 1. A
more complex control system, such as those used in criti-
cal infrastructure or industrial machinery, may burden the
readability and understandability of our approach. Instead,
the ABS allows us to easily show the potential of CyFence,
and easily understand the consequences and effects of at-
tacks in a common and known environment. Nonetheless,
our approach can be extended to any closed-loop control
system modelable with a control scheme that works with
a given setpoint and within an output-error minimization
framework, both being elements of almost all closed-loop
controller schemes.

To achieve this goal, we use two dynamical models as
a starting point for controller design, one for modeling
the vehicle dynamics on which the ABS acts and one for
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the braking system (actuator). To model the longitudinal
dynamics of the vehicle, we employ a simplified single-
corner model, which considers a quarter of the vehicle and
thus a single wheel, and we assume that the controlled
variable used as output is the wheel slip A. Such a variable
represents the amount of skidding of the wheel, which, to
maximize the braking force on the ground, must be kept as
close as possible to the optimal working condition, known
a priori and set as the setpoint. Using the data and model
proposed in [40], the transfer function representing the dy-
namics from braking torque to wheel slip we get the model
in Equation (3). For the actuator, we use a servo-controlled
Electro-Mechanical Braking system (EMB) proposed again
in [40], whose input/output behavior is described through
the transfer function in Equation (@).

The overall system dynamic to be controlled is hence
presented in Equation (5). To apply our approach, we must
comply with two requirements: the transfer function of
the closed-loop system must be asymptotically stable and
without zeroes at the origin. If this is fulfilled, the output
boundaries given in Equation can be defined a priori.
Therefore, we resort to one of the most common controller
architectures, a PID, and specifically that represented by
Equation (6). Accordingly, the loop transfer function is rep-
resented in Equation (7).

Gi(s) = = Js = 5
PR PCTE T ) B

mov

Transfer function of the single-corner model:  is the
wheel radius, J is the moment of inertia, v is the
longitudinal speed of the vehicle, 1; is the friction
coefficient, \ is the longitudinal slip, m is the mass
of the single corner model (1/4 of the vehicle mass),
and F, is the normal force.

Wact
Geatiper(s) = ———e°7 4
calzpe?( ) 5+ Waot ( )
Transfer function of the EMB: w,, the actuator band-
width, is a measure of the system speed whose value
for our model is 70%, while 7 represents the delay
of the actuator, is due to both the actuator design

and signal transmission and in our model is equal to

10ms.
D(S) =G\ (S)Gcaliper(s) ®)
Ki KdS
Rx(s) —Kp"‘?‘Fm (6)

As also shown in the first column of Table[l} the nom-
inal values of the parameters used for the implemen-
tation of the ABS controller, calculated through MAT-
LAB’s PID Tuner, are: K, = 3,151, K; = 40,400,
Kq = 30.5, Setpoint = 0.12, and Ty = 0.1.

L(S) = R)\(S)G)\(S)Gcaliper(s) (7)

To control the wheel slip, one needs to estimate the
vehicle speed which, together with the wheel one, is needed
to compute the value of this variable. In this work, we



Table 1: Detection times for the various types of tested
attacks for different parameter values.
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assume that the vehicle speed is estimated as presented
in [40], and the estimator is implemented in the employed
proof-of-concept simulator.

6.1

We implemented the full control system in Mat-
lab/Simulink®, testing it on braking maneuvers carried out
at different speed values and computing phase margins and
gain crossover frequencies (i.e., the bounds) for all feasi-
ble scenarios. We also implemented our proof of concept
on a Nucleo-L552ZE-Q board with a Cortex-M33 micro-
controller that supports TrustZone technologyE]to study the
delays added by the context switches between secure and
non-secure states.

Experimental Setup

6.2 Feasibility of detection and detection time

As mentioned in Section [d] the attack implementation does
not change the behavior of CyFence. However, for the sake
of clarity, we simulate different attacks through the tam-
pering of the setpoint, the parameters, or the output of the
controller, as presented in Figure 3| In all three considered
scenarios, whether the attack is detected or not depends on
whether the tampered controller output crosses the bound-
aries defined by CyFence as explained in Section It
follows that if an attacker modifies the controller’s behavior
without making the tampered variable exceed the defined
boundaries, the attack will not be detected. However, this is
not an issue as the controller guarantees that if the variable
(i.e., the measured slip) is inside the theoretical boundaries,
the closed-loop system remains asymptotically stable, and
the ABS works appropriately. Hence, until the tampering

Zhttps:/ /developer.arm.com/ip-products/security-ip /trustzone
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(b) Modified Kg attack example. The K, for this attack has been
modified to 1,700.
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(c) Modified setpoint attack examples. Orange lines represent
attacks that modify the setpoint from 0.1 to 1.3 with 0.3 steps.
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(d) Modified output attack examples. Orange lines represent
attacks that modify the output from -0.6 to 1 with 0.4 steps.

Figure 3: Effects of attacks on the slip of the wheels when
bounds are crossed.
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(a) Vehicle speed in the braking simulation.
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(b) Wheel speed in the braking simulation.
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(c) Braking distance in the braking simulation.

Figure 4: Behavior of a vehicle in terms of speed, wheel
speed, and braking distance when engaging brakes (with a
starting speed of 35 m/s to a final of 5 m/s). In blue the
scenario where the ABS is untampered, in red the scenario
where the ABS is under a Setpoint = 0.9 attack, and in
green a scenario where the previous attack is performed,
but CyFence is implemented.

does not make the output exceed the boundaries, no coun-
termeasure is needed. Besides assessing our system'’s effec-
tiveness, when analyzing its performances, we are interested
in analyzing the time required to detect the attack and its
effects in situations where the output exceeds the theoretical
boundaries (i.e., when the ABS ceases to work properly).
Although this is surely parameter-dependent, we refer the
reader to the graphs shown in Figures and
that show examples of the ABS behavior when attacks are
deployed. In particular, we present the nominal behavior
over time of the wheel slip in blue, the modeled boundaries
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computed by CyFence in dashed black, and the wheel slip
in case of attack in orange. Misbehavior is detected when
the slip exceeds the boundaries. While the primary goal
of Figure [3|is that of showing different system’s behaviors
upon different degrees of perturbation on the variables
under attack (i.e., parameters, setpoint, and output), it is
important to highlight how larger perturbations have a
greater impact on the system’s behavior and, consequently,
are detected earlier. This is further confirmed by the results
in Table [T} where we also show the actual results of multiple
detection tests for all the three attacks we proposed. In the
worst case (i.e., modified setpoint with setpoint = 0.1), the
anomaly was detected in 0.88 seconds. This is because, as
shown in Figure [3¢| the attacker’s behavior is very similar
to the unmodified behavior of the system when no attacks
are implemented. Moreover, as further discussed in the next
paragraph, the behavior of the ABS is minimally affected by
the attack.

6.3 Braking simulation

As an additional analysis of the effects of the attacks and the
proposed architecture on the ABS, we perform a simulation
of the device behavior while a vehicle engages the brake
action to a complete halt. The simulation starts with the
vehicle moving at 35 m/s (126 km/h) and stops when
the vehicle reaches a speed of 5m/s, at which the ABS is
deactivated by design.

As a recovery policy, we implemented the module re-
dundancy procedure explained in Section switching to
the second (unmodified) controller as soon as the system
detects the attack and the main one can not be consid-
ered reliable. We investigate system performances consid-
ering the three modified Setpoint attacks, Setpoint = 0.1,
Setpoint = 0.5, and Setpoint = 0.9, that represent the
cases with the worst, average, and best detection times in
the Exp.

Table E] shows that if no attack is performed (i.e., nominal
with Sp = 0.12), the vehicle stops in 62.87 meters. Consid-
ering the first attack scenario, i.e., setpoint to 0.1, without
any detection system, the braking distance increases by 0.76
meters. Our approach reduces it to 0.69 meters. This minor
improvement is due to the fact that, as anticipated before,
this attack has little to no effect on the actual braking behav-
ior of the vehicle. When dealing with the Setpoint = 0.9
attack, the effectiveness of our detection method is more
evident: where the attack would increase the braking space
by 27.81 meters, once the anomaly is detected (after 0.176
seconds), the correct ABS functionality is reinstated, limiting
the increase in braking space to only 0.99 meters.

In Figure [ we graphically present the effects of CyFence
on the braking distance, the speed of the vehicle, and the
speed of the wheels under the Setpoint = 0.9 attack. We
present the untampered behavior of the vehicle in blue, the
behavior of the vehicle under attack in red, and the behavior
of the vehicle under attack with CyFence implemented in
green. It is evident how the attack increases the braking
time (and space) of 1.5 seconds (and 27 meters). However, if
CyFence is implemented after it detects the attack, it reduces
the braking space to less than a meter more than the nominal
behavior. Moreover, without CyFence, the wheel speed @]



Table 2: Comparison of the stopping distances of the ABS
with and without CyFence’s detection and recovery policy.

P Stop distance for Detection Stop distance
arameter . . X
non-secure device Time for secure device
Nominal 62.87m - 62.87m
Sp=0.1 63.63m (+0.76m) 0.88s 63.56 (+0.69m)
Sp=05 71.87 (+8.99m) 0.29s 64.20 (+1.32m)
Sp=0.9 90.68 (+27.81m) 0.18s 63.87 (+0.99m)

under attack is significantly lower than the speed of the
vehicle since the wheels are slipping.

6.4 Computational performances analysis

We estimate the overhead of CyFence on a standard ABS
implementation for each controller loop iteration by mea-
suring the time required to execute the added code (for the
bounds generation and semantic check) and for transition-
ing between secure and non-secure states. We made such
experiments on a Nucleo-L552ZE-Q boardﬂ which is a low-
medium end TrustZone equipped development board, the
results are also reported in Table [3]

The semantic check and bounds generation is the pri-
mary source of added delay, and depending on the imple-
mentation, either through a math.h function or through a
lookup table, it causes a timing overhead of 490us and 15us,
respectively. The transitioning from secure to non-secure
state and vice-versa cost respectively 8us and 4ys.

The total overhead required by our solution is the sum
of the two transitions with the semantic check and bounds
generation, consequently, depending on the implementation
of the latter, we obtain 502us or 27us respectively.

In the case of a typical implementation of an automotive
ABS the loop frequency is usually 200Hz, which requires
a deadline of 5ms for the computation of the whole loop.
The overall cost for both implementations is therefore negli-
gible considering our application requirements, making our
approach feasible and effective.

Table 3: Timings of CyFence functions on a Nucleo-L552ZE.

[ Function [ Time |
Semantic Check (math.h) 490u
Semantic Check (LUT) 150
Secure to Non-Secure 8u
Non-Secure to Secure 'm
ABS Loop Period (Deadline) | 50001

7 LIMITATIONS AND FUTURE WORK

The main limitation of the CyFence is related to the low
detection performances when corner cases are encountered.
The first corner case is due to low natural frequency values:
the proposed approach exploits the control theory to com-
pute an upper and lower bound used to evaluate anomalies.
These bounds are computed using the natural frequency
of a second-order approximation of the control transfer
function, and their steepness increases with higher natural
frequency values. Consequently, lower natural frequencies

3ht’rps: / /www.st.com/en/evaluation-tools/nucleo-1552ze-q.html
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may correspond to slower detection. Therefore, when de-
signing a controller secured by CyFence, it is important to
carefully evaluate if the detection time is compatible with
the requirements of the system in terms of response to an
anomaly. The second corner case is due to behaviors under
attack that are close to the behavior of the nominal signal.
In these instances, the detection time increases since the
attacker remains as much as possible inside the boundaries
of detection. However, as mentioned in as long as the
output value of the controller is within the bounds, the sys-
tem evolves according to its expected behavior. Therefore,
an attack is disruptive only once it exceeds the bounds,
which triggers the detection by CyFence.

Future works should explore the application of the
CyFence approach to other Cyber-physical Systems (CPSs),
considering the different requirements of these new do-
mains, and potentially new, ad-hoc boundary designs.
Moreover, in the current implementation, CyFence detects
an anomaly when the controller returns a value outside the
semantic check bounds computed using the control system
theory. Future works may explore the feasibility to apply
machine learning for bound computation. To implement this
in an efficient way, a solution is to use new microneural
processing units, designed to be used in combination with
the SOC in area-constrained embedded devices, similar to
the ones considered in this work. An example of this is the
new ARM Ethos-U55 E] that, when paired with the Cortex-
M55 processor, provides a 480x uplift in Machine Learning
(ML) performance over previous generation Cortex-M pro-
Cessors.

8 CONCLUSIONS

In this paper, we presented CyFence, a new methodology
that leverages Trusted Execution Environments (TEEs) to se-
cure real-time closed-loop controllers detecting any anoma-
lies that would compromise the safety and performance of
the CPS. In particular, we used control theory to develop a
set of bounds that model the expected system output. The
proposed architecture is general, is designed to be compliant
with most control algorithms, and it directly makes use of
the Trusted Execution Environment (TEE) technology of the
micro-controller without requiring additional hardware.
We demonstrated the practical feasibility of our ap-
proach by implementing CyFence on ARM Trust-Zone and
studying its performance under real-time constraints. As a
real-world scenario test case, we consider an automotive
ABS, one of the most common safety measures found in
vehicles, assessing extremely promising results, proving
our system’s capabilities in effectively limiting the attacker.
Moreover, the introduced computational and timing over-
heads are negligible even in relation to the heavy require-
ments of a real-time system such as the one considered.
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