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ORACLE-BASED MULTISTEP STRATEGY FOR SOLVING
POLYNOMIAL SYSTEMS OVER FINITE FIELDS AND
ALGEBRAIC CRYPTANALYSIS OF THE ARADI CIPHER

ROBERTO LA SCALA* AND SHARWAN K. TIWARI**

ABSTRACT. The multistep solving strategy consists in a divide-and-conquer
approach: when a multivariate polynomial system is computationally infeasi-
ble to solve directly, one variable is assigned over the elements of the base finite
field, and the procedure is recursively applied to the resulting simplified sys-
tems. In a previous work by the same authors (among others), this approach
proved effective in the algebraic cryptanalysis of the TRIVIUM cipher.

In this paper, we present a new implementation of the corresponding algo-
rithm based on a Depth-First Search strategy, along with a novel complexity
analysis leveraging tree structures. We further introduce the notion of an “or-
acle function” as a general predictive tool for deciding whether the evaluation
of a new variable is necessary to simplify the current polynomial system. This
notion allows us to unify all previously proposed variants of the multistep
strategy, including the classical hybrid approach, by appropriately selecting
the oracle function.

Finally, we apply the multistep solving strategy to the cryptanalysis of the
low-latency block cipher ARADI, recently introduced by the NSA. We present
the first full-round algebraic attack, raising concerns about the cipher’s actual
security with respect to its key length.

1. INTRODUCTION

Among NP-hard problems, one with immediate and wide-ranging applications is
the so-called MP-problem, which involves solving a system of multivariate polyno-
mial equations over a finite field F = GF(q). When ¢ = 2, this problem corresponds
to the SAT-problem, and many challenges in cryptography are directly related
to the MP-problem, including algebraic cryptanalysis and multivariate public-key
cryptography.

Among the methods used to solve the MP-problem are symbolic algorithms,
such as Grobner bases and XL linearization [7, 8, 9], SAT solvers [16] for the
Boolean case and discrete optimization techniques like Quantum Annealing [17].
Each of these methods can be advantageous in specific cases, but in general, they
all exhibit a complexity comparable to the exponential complexity g™ of the brute-
force approach, with n representing the number of variables in the polynomial
system.
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Beyond theoretical worst-case complexity, valid when the polynomials in the
system are randomly chosen, it is especially important in cryptanalysis to estimate
the actual computational cost of solving a specific polynomial system over a finite
field through experimentation. Since solving such systems becomes infeasible when
the number of variables is sufficiently large, a standard approach is to combine brute
force with polynomial solving in what is known as a “hybrid strategy”. Specifically,
this approach assumes that one can feasibly solve all derived systems obtained by
exhaustively assigning values in the finite field to k& out of the n variables in the
original system. By using a test set of such partial evaluations, it is possible to
estimate the average solving time 7 for a single derived system. Consequently, the
total expected complexity of the hybrid approach becomes ¢" *7.

One issue with this approach is that, in order to ensure the actual solvability of
all derived systems, the number k of evaluated variables may become quite large.
To address this, the paper [13] proposes a dynamic approach in which the number
of evaluated variables is adjusted based on the specific evaluation. In other words,
starting from an initial evaluation 1 = ¢1,...,xx = ¢k (¢1,...,cx € F), a set of ¢
additional assignments xj1 = cg41, for all ¢x41 € F, is considered, but only when
the polynomial system associated with the initial evaluation exhibits features that
indicate it may be difficult to solve. This divide-and-conquer strategy is referred
to as a “multistep strategy”.

In [13], the key feature used to predict the actual solvability of the system was
the number of variables remaining after a preprocessing step, which was required
to be below a given threshold. This step aimed to generate additional linear poly-
nomials in the ideal, beyond those corresponding to variable assignments, in order
to eliminate as many variables as possible. The preprocessing was based on the
computation of a truncated Grébner basis up to a low degree.

Since the number of remaining variables does not yield accurate predictions in
the case of sparse polynomial systems encountered in the algebraic cryptanalysis of
certain block ciphers, in this paper we introduce an abstract notion of an “oracle
function”. This function determines whether the multistep strategy should attempt
to solve the current system or instead perform a branching operation by assigning
a new variable across the elements of the finite field. The recursive calls in a
Depth-First Search implementation of the multistep strategy naturally define a tree
structure, whose analysis provides insights into the algorithm’s complexity. The
concept of oracle function provides a unified framework that generalizes different
solving strategies, including the one used in [13] and the classic hybrid approach,
into a single algorithm in which only the oracle function varies. Furthermore,
it is plausible that Machine Learning techniques may aid in the construction of
effective oracle functions tailored to specific problem settings. Finally, this paper
demonstrates the applicability of the multistep solving strategy through a full-round
algebraic attack on a modern block cipher.

Low-latency block ciphers have gained prominence in applications such as secure
memory encryption, where high throughput and minimal critical path delay are
essential. ARADI, a 128-bit block cipher with a 256-bit key, was recently proposed
in [10] as a candidate to meet these demands. ARADI employs a substitution-
permutation network (SPN) architecture composed of word-wise Toffoli gates, word
permutations, and lightweight linear maps. Despite its promising efficiency, the
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original specification offers limited justification for the cipher’s structural design
and includes only a minimal security analysis.

Following the public release of ARADI and its authenticated encryption mode
LLAMA by NSA researchers Greene, Motley, and Weeks [10], several studies have
explored its cryptographic strength and structural properties. One of the earliest
responses came from Avanzi, Dunkelman, and Ghosh [1], who questioned ARADI’s
practical advantage over existing lightweight ciphers in terms of area-latency trade-
offs. They also identified issues in the LLAMA mode related to the use of variable-
length initialization vectors, which compromised the integrity and confidentiality of
ciphertexts. These issues were later acknowledged by the designers in an updated
ePrint version.

The first comprehensive cryptanalytic evaluation was conducted by Bellini et
al. [6] using the CLAASP framework for automated trail-based analysis. Their
study includes statistical black-box testing (such as avalanche and diffusion analy-
sis), the discovery of differential and linear trails up to 9 and 10 rounds, impossible
differentials up to 8 rounds, and neural distinguishers up to 5 rounds. A prelim-
inary algebraic analysis is also presented, revealing an integral distinguisher for 7
rounds requiring 2'?* data, along with an 11-round key-recovery attack based on a
9-round differential trail, with data and time complexities of 2126 and 22°2, respec-
tively. These results indicate slow diffusion and weak mixing in the early rounds of
ARADI.

Another study by Bellini et al. [5] focuses on the algebraic structure of the
Toffoli-based S-box layer in ARADI. The authors identify a structural property
that allows any r-round integral distinguisher to be extended to (r + 1)-rounds
without increasing data complexity, based on the predictable interaction of bitwise
Toffoli gates. They show that this phenomenon is preserved under various changes
to the linear layer and Toffoli gate ordering. The paper presents 8-round algebraic
distinguishers and a 10-round key-recovery attack requiring 2'?4 data and 2'77 time.

The structural property was first analyzed in a preliminary ePrint report [4],
where MILP-based modeling of the three-subset division property without unknown
subsets was applied to ARADI to derive degree bounds. Building on this founda-
tion, a follow-up study [11] extended the analysis to 8 rounds by refining the MILP
constraint formulation introduced in [4]. This extension further confirmed the per-
sistence of the structural weakness across various constraint encoding strategies.

In this work, we study the cryptanalytic properties of ARADI using a symbolic
algebraic approach. Specifically, we derive an implicit representation of the cipher’s
round function as a multivariate polynomial map over the Boolean field F = GF(2).
This includes a full symbolic description of key addition, the nonlinear S-box layer,
and the word-wise linear transformation, as defined in the cipher’s specifications
[10]. Using this symbolic model, we instantiate the full 16-round cipher with a
known plaintext—ciphertext pair to obtain a multivariate polynomial system over
IF, whose unknowns correspond to the 256 key bits and the internal variables intro-
duced by the S-box layers.

To solve this polynomial system over the base field F, we employ a multistep
strategy that explores the cipher’s algebraic structure. Specifically, it recursively
considers partial key assignments using a Depth-First Search approach. The ap-
proach integrates a timeout-based Grébner basis subroutine, used to probe whether
the resulting polynomial system is feasibly solvable.
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We conduct comprehensive experiments to evaluate the efficiency and reliability
of the proposed method. Specifically, we compare the multistep strategy with the
classical hybrid approach by measuring the success rate of computing a complete
Grobner basis under a fixed solving degree and within a predefined time limit, across
a test set involving the evaluation of different numbers of variables. Our results show
that in approximately 99.98% of cases, the polynomial systems can be efficiently
solved after guessing just 251 out of 256 key bits. For the remaining 0.02%, the
multistep strategy automatically switches to 252 evaluations. Consequently, this
strategy achieves a somewhat higher efficiency than the classic hybrid method,
which requires 252 guesses to ensure that 100% of systems can be solved efficiently.

Moreover, we observe that all derived systems are quadratic and can be solved
with a solving degree of two when more than 250 key variable assignments are
provided. However, this is no longer possible when the number of assignments is
reduced to 250. These findings reveal thresholds within ARADI’s algebraic structure
that are relevant to its security, and demonstrate the practical benefits of employing
a dynamic multistep strategy for algebraic cryptanalysis.

2. MULTISTEP ALGORITHM

Let F = GF(g) be a finite field and consider the multivariate polynomial algebra
R =TF[z1,...,2,] and the field equation ideal F = (z{ —z1,...,2% —x,) C R. Let
J={f1,...,fm) C R be an ideal such that #Vr(J) < 1. Put

H=A{f1,...,fm}U{z{ —21,...,20 —2,}
that is, H is a generating set of the ideal J 4+ F. To simplify notations, we denote
= {c1,...,¢q4}. Since #Vr(J) < 1, we have that a (reduced) Grébner basis of
J + F with respect to any monomial ordering of R, is either G = {1} or G =
{1 —c¢iyy...,xn — ¢, }, for some 1 < iy,..., i, < q (see, for instance, [14, 12]). In
other words, maxdeg(G) = max{deg(f) | f € G} < 1.

Let d; > 0 be an integer and denote by GROBNER(H,d;) the algorithm per-
forming an incomplete Grobner basis computation which is stopped when all S-
polynomials of degree < d; have been consider at a current step. This algorithm
corresponds having a bound on the size of the Macaulay matrix when using linear
algebra methods for computing the Grobner basis. If the degree d; is sufficiently
large, we have that G = GROBNER(H, d;) is a complete Grobner basis of J + F. In
this case, we say that d; is a solving degree for the ideal J 4+ F with respect to the
given monomial ordering. However, if d; < maxdeg(H ), then G = GROBNER(H, d;)
is generally not a generating set of the ideal J 4+ F. Instead, a generating set is
given by GUG’, where G' = {g € H | deg(g) > d1 }.

A useful procedure within the solving algorithm we are about to propose, is
GBELIMLIN. Its goal is to generate linear polynomials belonging to the ideal
J 4+ F in order to eliminate variables from its generators. The method consists of
computing an incomplete Grobner basis up to a sufficiently low degree d; to keep
the computation efficient. The expectation that linear polynomials appear among
the generators arises from the fact that the complete Grobner basis is entirely
linear when #Vig(J) = 1. Note also that, when incorporating this procedure into
the multistep solving algorithm, we explicitly add linear polynomials corresponding
to variable evaluations to the generating set.
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Algorithm 2.1 GBELIMLIN
Input: a generating set H of the ideal J+ F and an integer dy > 0;
Output: two subsets L,G C J+ F where deg(g) =1 for all g€ L and
(G) = (J+ F)N R with R’ the polynomial algebra in the variables
occuring in G.
G:={ge H|deg(g) <di};

G':=H\G,

G := GROBNER(G, d1);

G:=GUG

if maxdeg(G) <1 then
return 0, G;

end if;

L:={g € G|deg(g) =1};

G =G\ L;

S :={a! —x; | x; occurs in G};
G := REDUCE(G', LU S);

S :={z! — z; | x; occurs in G};
G:=GUS;

return L, G;

In the GBELIMLIN algorithm, we assume that the linear polynomials in the
set L are fully interreduced, meaning they are in reduced row echelon form in
the Macaulay matrix used to compute GROBNER(G,d;). The REDUCE procedure
implements the full reduction algorithm from Grobner basis theory. Note that if
maxdeg(G) < 1, then G is a Grobner basis of J + F. In other words, GBELIM-
LiN directly returns Vg(J), as dy is a solving degree in this case. Finally, note
that a modified version of GBELIMLIN could be iteratively applied to enhance its
capability to eliminate variables.

To describe our solving algorithm, it is also helpful to consider a variant of
GROBNER with a timeout 7 to limit the computation time. Specifically, we define
the following procedure.

Algorithm 2.2 GROBNERSAFE

Input: a generating set H of an ideal J 4+ F, an integer ds > maxdeg(H) and
a real number 7 > 0;

Output: either wild,) or tame,G where G = GROBNER(H,d>) and
maxdeg(G) < 1;

compute G := GROBNER(H, d3) within timeout 7;

if computation completes within 7 and maxdeg(G) < 1 then

return tame, G;
end if
return wild, 0;
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We finally present the solving algorithm MULTISOLVE. To describe it, we need

to introduce the following subsets of R. For all 1 < iy,...,i; < gand 0 < k < n,
we put

E(il,...,ik) = {wl —Ciyy ooy T _Cik}-
For k = 0, we put E() = 0 by definition. Adding the subset E(i1,...,ix) to the
generators of the ideal J corresponds to evaluating the variables x4, ...,z at the
elements ¢;,,...,c;, € F. More precisely, we define the ideal

J(ity .o yig) = (Bin, ... ig)) + J.
If Ve(J) = {ciy, ..., ci, }, we have that

; ; Cirs--esCiyd 3 (G gi) = (G1,0 - dk);
VF(J(gl,..,,jk)):{{z ) i} Ot%mise'm (1 k)

The MULTISOLVE algorithm essentially follows a divide-and-conquer approach.

If computing Vg(J (i1, . . .,i)) within a given time limit is not feasible, the algorithm
instead attempts to compute Vi(J(i1,...,1ik, 1)), for all 1 < i < ¢. Indeed, we have
Ve(J(ir,..in)) = | Ve(J(ir,. .. ik, 1)
1<i<q
Moreover, the generators of J(iq,...,i,4) involve fewer unknowns than those of

J(i1,...,ir). In other words, this approach simplifies the solving problem at the
cost of branching over the elements of the base finite field.

The algorithm MULTISOLVE is implemented here as a recursive procedure of
type Depth-First Search (DFS), which is alternative to the iterative algorithm of
type Breadth-First Search (BFS) that was proposed in the paper [13].

Let H be a generating set of the ideal J+ F such that #Vr(J) < 1. Let ORACLE
be a function that takes as input a set of polynomials and an integer k, and returns
either the string tame or the string wild. Finally, fix two integers d; > 0 and
do > maxdeg(H). The set H, along with the function ORACLE and the integers
di,ds, are global variables for the following algorithm MULTISOLVE which applies
the multistep solving strategy to the ideal J(i1,...,4x). For k = 0, we have J() = J
by definition.
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Algorithm 2.3 MULTISOLVE

Input: a k-tuple (i1,...,4;) where 1 <iy,... i < gand 0 < k <n;
Output: a Grobuner basis G of the ideal J(iy, ..., ix) + F;
G = E(il,...,ik)UH;
L,G := GBELIMLIN(G, dy);
if maxdeg(G) =1 then
return L U G;
end if
if maxdeg(G) =0 then
return {1};
end if
if ORACLE(G, k) = tame then
status, G := GROBNERSAFE(G, da, 7);
if status = tame and maxdeg(G) = 1 then
return L U G,
end if
if status = tame and maxdeg(G) = 0 then
return {1};
end if
end if
for alli e {1,2,...,q} do
G’ := MULTISOLVE(%1, . . . , ik, 1);
if maxdeg(G’) =1 then
return G’;
end if
end for
return {1};

Besides the DFS implementation, a key difference of the above algorithm with
the one presented in [13] is the use of a general oracle function that predicts when
GROBNERSAFE(G, do, 7) would return status = wild. In the previous version of
MULTISOLVE, given an integer B > 0, the oracle function was simply defined as

wild if the number of remaining variables in G is > B;
tame otherwise.

ORACLENRV(G, k) = {

By remaining variables above, we refer to the variables that still occur in G after
applying the GBELIMLIN procedure. Indeed, an accurate oracle predicting wild
cases could eliminate unnecessary and time-consuming computations, significantly
enhancing the efficiency of the algorithm. Although the number of variables plays
a crucial role in determining the complexity of solving a polynomial system, many
other features can also influence it, especially in the sparse case.

The termination of the MULTISOLVE algorithm follows directly from the fact
that computing a Grobner basis for the ideal J(i1,...,4,) + F is trivial. This is
because all variables in R are explicitly evaluated through the set

E(’Ll,,ln) :{zl—cil,...,xn—cin}.

Of course, termination typically occurs well before evaluating all variables.



8 R. LA SCALA AND S.K. TIWARI

3. COMPLEXITY

Let us analyze the complexity of MULTISOLVE when computing Vi (J (i1, .. ., x)).
Recall that for k = 0, we have J() = J. Indeed, we assume that the computation
time of GBELIMLIN is negligible, due to the low value of the parameter d;. Like-
wise, we assume that invoking the function ORACLE is also negligible.

As a result, the execution time of MULTISOLVE is the sum of the time spent
by GROBNERSAFE handling wild and tame cases when ORACLE = tame. We refer
to cases corresponding to the status returned by GROBNERSAFE as computed wild
and computed tame cases. Similarly, cases determined by the values of the function
ORACLE are referred to as predicted wild and predicted tame cases.

By a case or a guess, we mean here a I-tuple (ji,...,5;) (1 < ji,...,5 < g,
k <1< n) which defines the evaluation set

E(jl,...,jl) = {.7,‘1 —Cjyy--5 T —le}.
These guesses arise during the execution of MULTISOLVE and correspond to its
recursive calls. The following two notions are useful for the complexity analysis of
MULTISOLVE.

Definition 3.1. The function ORACLE is called accurate if no computed wild cases
occur during the execution of MULTISOLVE. It is called perfect if, in addition, it
minimizes the number of computed tame cases. In other words, an oracle is accurate
if every predicted tame case corresponds to a computed tame case, and it is perfect
if the prediction and computation always agree.

By assuming that the oracle function is accurate, the complexity of MULTISOLVE
is reduced to the number of computed tame cases. Indeed, the oracle function asso-
ciated with the MULTISOLVE algorithm in [13] is assumed to be accurate. Moreover,
given an integer B > 0, the standard hybrid strategy, as described in [2, 3], can be
obtained as the MULTISOLVE algorithm implementing an accurate oracle function
of type

wild if k < B;
ORACLEH B (G, k) = { tame otherwise.

Another useful concept is the following.

Definition 3.2. A g-ary tree is by definition a tree in which each node has either
zero or exactly q children. In other words, every internal node has q children, while
leaf nodes have no children.

Note that the recursive calls of the MULTISOLVE algorithm form a ¢-tree, where
each node represents a guess (j1,...,7;). Internal nodes correspond to wild cases,
whether predicted or computed, while the leaves represent the computed tame cases.
More precisely, we have a complete g-tree when V(J(i1,...,i;)) = 0. Conversely,
when V(J(i1,...,ix)) # 0, the tree consists of only a subset of nodes, as recursive
calls are terminated as soon as the solution is found. We have the following useful
result concerning g-trees.

Theorem 3.3. In a g-ary tree, let N be the total number of nodes, M the number

of internal nodes and L the number of leaves. Then, the following equations holds
qL —1 L—-1

-1 g1

In particular, when q = 2, se have N =2M —1 and M =L — 1.

N
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Proof. We prove the first formula by induction on the number of leaves L. When
there is only one leaf, the tree consists of a single node. In this case, we have
N = L =1, which satifies the formula.

Assume that the first formula holds for any g-ary tree with strictly fewer than
L leaves. Consider a g-ary tree T having N nodes and L leaves. This tree can by
obtained by a smaller tree 77 by converting one of its leaves into an internal node
and attaching ¢ new leaves to it. Let N’ and L’ be the number of nodes and leaves
of T", respectively. Then, we have

N=N'+qL=(L-1)+gq.
Since L > L', we can apply the induction hypothesis to 7”, yielding

L'—1 L+1—q)—1 L-1
N4 L= q( q) _ 4 .
q—1 q—1 q—1
The second formula is obtained directly from the first by subtracting L. O
Definition 3.4. During the execution of the algorithm MULTISOLVE(iq,. .., 1k),
we call depth the current number of evaluated variables in addition to x1,...,xk.
Thus, the algorithm starts at depth 0 and reaches a maximum depth |, meaning
that the largest set of evaluated variables is {x1,..., 2Tk, Tht1,- .-, Tt1}- In other

words, the depth corresponds to the current number of recursion levels.

Let ORACLE be any function and assume that the depth of computed tame cases
ranges from a minimum of B to a maximum of C. The MULTISOLVE algorithm
implementing ORACLEH ¢, which corresponds to the standard hybrid strategy, com-
putes exactly qC tame cases. Since it is a accurate oracle, we have no computed
wild cases and the number of predicted wild cases is

q“ —1
g—1"
Theorem 3.5. The total numbers of tame and wild cases corresponding to any
oracle function, are bounded above by the corresponding numbers for ORACLEH .

l4+qg+...+¢° =

Proof. Consider the g-tree associated with the recursive calls of the MULTISOLVE
algorithm when implementing a general function ORACLE. If B = (', meaning that
all tame cases occur at depth C, then the total number of tame and wild cases is
exactly the same as for ORACLEH¢. If B < C, there exists a tame case at some
depth B < r < C. In this case, the g-tree corresponding to ORACLE excludes the
¢©~" tame cases at depth C that would have originated from that node in the g-tree
of ORACLEH . Similarly, the corresponding wild cases, whose total number is

C—r _ 1
l4qgt.. +¢¢ 1= —~
qg—1
are also excluded from the g-tree defined by ORACLE. O

Note that in the above result, we consider the total number of wild cases, in-
cluding those that are computed by GROBNERSAFE, which incur some cost. If the
function ORACLE is accurate, such as ORACLENRYV in the attack on TRIVIUM [13],
there is no such cost. However, if this oracle is not applicable, for instance in the
sparse case where the number of remaining variables is insufficient to accurately
predict the output status of GROBNERSAFE computations, different features of the



10 R. LA SCALA AND S.K. TIWARI

input polynomial systems has to be considered to design an accurate oracle. Devel-
oping such oracle functions is generally a challenging task, which we plan to pursue
in future work with the aid of Machine Learning (ML) techniques.

An oracle function that is always available is the following

ORACLET(G, k) = tame.

This constant tame function implies that all wild cases are computed ones. By
definition, a perfect oracle function has the same computed tame cases as ORACLET
and no computed wild cases. In other words, for a fixed choice of the parameters
di1,ds and T, a perfect oracle achieves optimal MULTISOLVE performance in terms of
the number of GROBNERSAFE executions, that is, computed wild and tame cases.

Note that we may also define a constant wild function, which reduces MULTI-
SOLVE to the recursive application of GBELIMLIN. For dy = 0, this corresponds
to brute-force solving by evaluating all possible values of the variables in the base
finite field F. By applying Theorem 3.3, one obtains the following result.

Theorem 3.6. Let N denote the number of GROBNERSAFE ezecutions in the
MULTISOLVE algorithm using ORACLET, and let L be the corresponding number
when using a perfect oracle function. The resulting speed-up ratio N/L is given by

N qL —1

L Lig-1)
In particular, for g =2, we have N/JL =2 —1/L.
Proof. Recall that the recursive calls of MULTISOLVE define a g-ary tree. For the

function ORACLET, these calls correspond exactly to executions of GROBNERSAFE,
and therefore their number N can be expressed as

L-1
N=1
qg—1
where L is the number of computed tame cases. This L also represents the total

number of GROBNERSAFE executions when using a perfect oracle. Computing the
ratio N/L yields the formula of the claim. O

From a practical perspective, by applying ORACLET to a suitable test set of
ideals J(i1,...,ix), we can estimate the minimal and maximal depths for the com-
puted tame cases, denoted by B and C respectively, for other similar ideals. Indeed,
since we aim to compute Vg(J) and

Ve() = |J  Ve(J(ir,..., i)

1<ia, ik <q

it is necessary to apply MULTISOLVE to all ideals J (i1, ...,ix). The classical hybrid
strategy consists of using the oracle function ORACLEH . If a perfect or, at least,
an accurate oracle function is not available, a first approximation could be given
by ORACLEHg. Note that using this oracle actually corresponds to executing
MULTISOLVE with the function ORACLET, for all ideals J (i1, ..., 0k, tk+1,-- - %k+B)
where 1 < ig41,...,%k+8 < q. A thorough analysis of the distributions of computed
wild and tame cases, possibly supported by ML techniques, could further help refine
the oracle function.
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4. AN OVERVIEW OF ARADI

Henceforth, we assume the base field to be the Boolean field F = GF(2). Aradi
is a low-latency block cipher proposed by researchers at the United States National
Security Agency (NSA), introduced by Greene et al. [10], to support secure memory
encryption applications.

It operates on 128-bit blocks and uses a 256-bit key. The cipher follows a
substitution-permutation network (SPN) design. Each round consists of three
steps: key addition, a nonlinear substitution layer 7, and a linear diffusion layer A;
(0 < i < 3). The full encryption process consists of 16 rounds followed by a final
key addition, and is expressed as the following composition of functions:

TRK16 © Oz’liO(Ai mod 4 © T © TR ),
where Tpg: denotes XOR with the i-th round key RK* and composition o is read

from right to left.
The internal state is represented by four 32-bit words (W, X,Y, Z).

4.1. Substitution Layer w. The substitution layer introduces nonlinearity via
bitwise Toffoli gates across the word-level structure. The transformation 7 operates
on three words at a time, following the update rule (a,b,c) — (a,b,c ® a A b).
Note that we use standard Boolean notation, where @ denotes the XOR operation,
i.e., addition in F = GF(2), and A denotes the AND operation, corresponding to
multiplication in F. Applied to the full state, m updates the words as:

X+~ Xp(WAY),

Z+—Zd(XANY),

Y«Yo(WAZ),

W—Wa(XAZ).
This structure can be interpreted as the parallel application of 32 instances of a

4-bit S-box, each defined by a cascade of Toffoli gates, applied independently to
each bit position across the words.

4.2. Linear Layer A;. The linear layer enhances diffusion and is determined by
the round index modulo 4. A linear transformation L; is applied independently to
each of the four 32-bit state words:

AW, XY, Z) = (L;(W),L;(X), L;(Y), Li(Z)).

Each map L; is an involutive function defined on 32-bit words, where each word is
viewed as a pair of 16-bit halves (u,[). Namely, the transformation L; is defined as
follows:

(u0) = (ue Sig(u) @ S50, 1 SE0) @ Sti(w)),

where S7§ denotes a left circular shift by m bits on a 16-bit word. The constants
(a;, by, ¢;) are determined based on the round index i mod 4, as specified in Table 1.
4.3. Key Addition. Each round begins with XORing a 128-bit round key to the
current state. That is,

(W, X,Y,Z) < (W o RK), X ® RK},Y ® RK, Z ® RK}),
where (RK}, RK}, RK}, RKY) are the four 32-bit words that constitute the i-th
round key, as defined in the key schedule depending on the parity of 4.
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TABLE 1. Shift offsets in the linear map A;

1 ‘ a; bi C;
0(11 8 14
1110 9 11
219 4 14
318 9 7

4.4. Key Schedule. At step ¢ = 0, the 256-bit master key is divided into eight
32-bit registers, denoted as (Kg, K7, ..., K7).
At each step ¢ > 0, the round key RK" is defined as follows:
K — K§| Ki| K&|| K if i is even,
Ki| K| K| KE  if i is odd.
The state (K™, ..., Ki1) is derived from (K, ..., K%) by performing the fol-
lowing operations:
e First, apply the linear maps My and M; to two pairs of registers. These

are invertible linear transformations over 64 bits, acting on two 32-bit words
(a,b), and are defined as follows:

MO(a7 b) = (S§2(a') D bv S§2(b) D S§2(CL) D b)a
M (a,b) = (ng(a) &0, Sgg(b) D S§2(a) & b)’

where 553 denotes the left circular shift of a 32-bit word by m positions.
e If i is even, apply My to the register pairs (K¢, Ki) and (K}, K?).
e If j is odd, apply M; to the register pairs (K3, K3) and (K}, K2).
e Next, apply a word-level permutation to the updated state:

PO : (Kl <~ KQ), (K5 s Kﬁ), for even i,
P (Kl <~ K4), (K3 <~ K@), for odd <.

e Finally, a round-dependent counter is XORed into register K7 to eliminate
structural symmetries across rounds.

5. SYMBOLIC MODELING OF THE ARADI CIPHER

In this section, we present a complete symbolic model of the ARADI block cipher
over the Boolean field F = GF(2). The 128-bit plaintext and the 256-bit master key
are represented as symbolic variables, while each round key bit is expressed as a
linear polynomial in the master key variables, in accordance with the key schedule
algorithm.

At the beginning of the first round, the 128-bit internal state, consisting of four
32-bit words, is initialized directly from the plaintext variables and updated by
XORing with the 128-bit round key. This results in an internal state described by
128 linear polynomials in the plaintext and master key variables.

The updated state proceeds through the nonlinear S-box layer, where we intro-
duce 128 new symbolic variables to represent the outputs of the 32 parallel 4-bit
S-boxes. Each S-box is constrained by 21 quadratic polynomials relating its four
input polynomials to its four output variables.
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Following the S-box layer, the linear diffusion layer is represented by 128 linear
polynomials, each expressing an output bit as a linear combination of the 128 S-box
output variables.

In subsequent rounds, the internal state is updated by XORing the round key
with the output of the previous round’s diffusion layer. Each round repeats the
modeling of the S-box and diffusion layers in the same way: the S-box layer intro-
duces new symbolic output variables constrained by quadratic polynomials, and the
diffusion layer represents its output bits as linear polynomials in the S-box output
variables.

This cycle of key addition, nonlinear substitution, and linear diffusion repeats
for all 16 rounds. At the end of the 16th round, the final 128 linear polynomials
directly represent the ciphertext bits. Together with the quadratic polynomials gen-
erated in each round, they form a complete symbolic representation of the cipher’s
algebraic structure. Substituting the known plaintext values and equating the final
linear polynomials to the known ciphertext bits yields a fully instantiated system
of quadratic and linear equations in the master key variables and the intermediate
variables introduced at each S-box layer.

The multistep solving strategy described in the previous sections is applied to
the above polynomial system and the corresponding Boolean field equations, as a
tool for algebraic cryptanalysis. The following notation and setup provide the basis
for the formal round-by-round description of the symbolic model.

Notation and Setup. We work over the Boolean field F = GF(2) and consider the
multivariate polynomial algebra

R =TFlko,. .., koss, WO, X" Y° 20 Si, S%, 5%, S, (1 <i<16)]
where:

® ko,...,koss are the 256 master key variables;

e WO X0 Y0 70 denote the four 32-bit words of the plaintext;

o i, 5%, 8%,5% (1 <i < 16) denote the 4 S-box layer output words of 32
symbolic variables each, introduced in round i.

For each round 4, the 128-bit round key is denoted by RK* = (K7}, K&, K, K%),
where each Ki. (I = W, X,Y,Z) is a vector of 32 linear polynomials in the 256
master key variables:

K%:/V:(k;,Oa"'ak;)ﬁl)v K@(:( ;,Oa'”ak;ﬁl)a
K%/ :(kgz;,OV"ang/,Zil)’ KZZ :(k;,07"'ak;,31)'

To describe the round-by-round evolution of the internal state, we denote by W, X,
Y? Z' the symbolic 32-bit words at the input of round 4, represented as polynomials
in R.

We now describe the symbolic modeling of each round’s operations within the
polynomial algebra R.

Round Key Addition. At the beginning of round 4, one has that the internal
state (W% X* Y Z%), each a 32-bit word represented as polynomials in R, is up-
dated by XORing with the corresponding round key (Kj,, K%, K%, K). Explicitly,
for each bit index 0 < 5 < 31, it holds

T

7 i 1 7 —i .1 7 =i _ 1 7
j = wi kg g Ty = x5 Ak g Uy =y Ry g 2= 2 R

y,J° <
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The resulting polynomials @}, 7%, 7%, z; € R form the input to the nonlinear substi-
tution layer.

Nonlinear Substitution. For each index 0 < j < 31 in round ¢, the 4-bit input
to the S-box layer is o
(x07 T1,T2, 'T?)) = (w;7 i‘;7 g_;7 2;)a

and the 4-bit output is

(40, Y1, Y2:Y3) = (815 5551 5y 5 52 5)-
The nonlinear substitution is modeled, for each S-box, by 21 quadratic polynomi-
als in the polynomial algebra R, which implicitly define the S-box transformation
SbOX(%O, T1,T2, $3) = (yOa Y1, Y2, y3)7 namely

ToT2 + T1T2 + T3 + Y3, ToT1 + Tox2 + ToY1, Tox2 + ToY2 + ToY3, ToT2 + ToT3
+ 21Y1 + ToY2 + Y1, ToTs +T1T3 + ToYo + Toy2 + T1Y2 + Yo, ToZ2 + Tox3 + T1X3
+ Zoy2 + T1Yz + 23 + Y3, ToT2 + T1 + Y1, Tox2 + ToY2 + T2 + Y2, T2y1 + T3 + Y3,

ToT2 + Tox3 + T123 + ToY2 + T2Y2 + To + T2 + X3 + Yo + Y3, T2T3 + T2ys + T3 + Y3,
ToZ2 + ToT3 + T2Yo + T3Yo + To + Yo, T3Y1 +To + 23+ Yo+ Y3, ToT1 + ToT2 + T2x3

+ Z1Yo + ToY2 + T3Y2 + To + Yo, Tox2 + T2Yo + T3Y3 + Y3, Tox1 + ToT2 + Yoy1

+ o + Yo, ToT2 + ToYo + T2Yo + ToY2 + YoY2 + To, Tox2 + ToY2 + YoY3 + To + Yo,
ToYo +Y1Y2 + To + T3 + Y3, Y1Ys + To + Yo, ToT2 + T2x3 + ToY2 + Y2y3 + T3 + Y3.
Altogether, the 32 parallel S-boxes contribute a total of 672 quadratic polynomials

in R for round 7.

Word-wise Linear Transformation. The linear diffusion layer applies the trans-
formation L(q, 3, ¢,) to each 32-bit word produced by the S-box layer. Consider, for
example, one such word, say Sy, = (s}, ;.. ., 5k, 31), and split it into two 16-bit
symbolic halves:

I'= (Si;,oa cee 521,15)7 rt = (Si;,w, EE) 5;,31)

The transformation L(ai,bi’ci)(S‘i,V) produces new linear polynomials in R with the
updated halves (I, ...,li;) and (r},...,rt;) defined for each 0 < j < 15 by:
=10+ l§j+ai) mod 16 T T%j+ci) mod 167
Ty = T;’ + T2j+a,y) mod 16 T lzj+bi) mod 16°
where the addition in subscripts is ordinary integer addition, while all other addi-
tions are in the polynomial algebra R over the base field F = GF(2). The constants
(a;, b, ;) are specified in Table 1.
This transformation L4, », ¢, is applied independently to the four symbolic S-

box output words, yielding the updated four 32-bit symbolic words of the internal
state for the next round:

Wit = L(ai>bi,0i)(S€V)’ Xt = L(ai,bi,ci)(‘sg()’

Yt = L(ai:biaci)(sg/)7 7 = L(ai’bi,ci)(SiZ)'
These updated words consist of linear polynomials in the algebra R, and no new
symbolic variables are introduced at this step.

Each round of the ARADI cipher is symbolically modeled by quadratic polynomi-
als from the S-box layer and linear polynomials from the key addition and diffusion
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layers, all defined over the multivariate polynomial algebra R. Since the output
of the diffusion layer becomes the input to the next round’s key addition, and the
resulting expressions feed into the nonlinear S-boxes, the full symbolic model of the
16-round cipher comprises 16 x 672 quadratic polynomials from the S-box layers,
along with 128 linear polynomials from the final diffusion layer. Altogether, the
system consists of 10,880 multivariate polynomials in R, involving 2,432 variables:
256 master key bits, 128 plaintext bits, and 128 x 16 intermediate S-box output
bits. These polynomials collectively define an implicit algebraic representation of
the ARADI cipher.

For any known plaintext-ciphertext pair, substituting the known values results
in a fully instantiated system of polynomial equations in the master key variables
and the intermediate S-box output variables. Along with the Boolean field equation
ideal F corresponding to the polynomial algebra R, this system forms the input
for the multistep polynomial system solver used in a key-recovery attack, which we
discuss in the following sections.

We note that the final key addition layer of the ARADI encryption is not consid-
ered in this symbolic representation, as its linear nature does not affect the algebraic
complexity relevant to our key-recovery attack.

6. AN ALGEBRAIC ATTACK TO ARADI BASED ON THE MULTISTEP STRATEGY

This section explains how the multistep solving strategy can be applied to per-
form an algebraic attack on the full-round ARADI cipher. Given a known plaintext-
ciphertext pair, the plaintext variables in the system are assigned fixed values. The
128 linear polynomials produced by the final round’s linear layer are then equated to
the corresponding ciphertext bits, resulting in a system of multivariate polynomial
equations.

The system involves 256 master key variables and 2048 = 16 x 128 auxiliary
variables, representing the outputs of the 32 parallel 4-bit S-boxes across 16 rounds.
In total, it comprises 16 x 672 = 10, 752 quadratic equations arising from the S-box
layers, along with 128 final linear equations, yielding a total of 10,880 equations in
the multivariate polynomial algebra

R = TFlko, ..., koss, WO, X Y0 Z2° Si,, S%, 5%, S, (1 <i<16)].

where F = GF(2). All computations for solving the system are performed modulo
the Boolean field equation ideal F C R.

Our goal is to recover the values of the unknown key bits ko, ..., koss by solving
this system. Direct Grobner basis computation on the full system is computa-
tionally infeasible. In particular, matrix-based algorithms such as F4, F5 or XL
[7, 8, 9] suffer from exponential growth in the number of monomials and matrix di-
mensions. This quickly leads to memory exhaustion, even when using sparse matrix
techniques.

To address this, the classical hybrid solving strategy is often employed in alge-
braic cryptanalysis. However, the number of variables that must be exhaustively
guessed is typically large in order to make all resulting polynomial systems feasi-
bly solvable. Moreover, this number is generally determined empirically, requiring
numerous attempts with different number of variables and guesses to identify a
workable configuration.
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The multistep strategy offers a more automated algorithm that, starting from
a reasonable initial set of guessed variables, explores the algebraic structure of
the polynomial system and extends this set only when strictly necessary. The
effectiveness of this approach is illustrated in Section 6.

The multistep solving strategy, namely the MULTISOLVE algorithm, has been
implemented in the computer algebra system MAGMA[L5], utilizing its built-in
Grdbner basis computation engine. Given the high sparsity of the polynomial sys-
tems involved in the algebraic attack on ARADI, we make use of the sparse variant
of the F4 algorithm.

The multivariate polynomial system representing the full 16-round attack on
ARADI is derived according to the symbolic modeling described in Section 5.

To evaluate the effectiveness of the multistep strategy, we performed a key-
recovery attack using a random plaintext-ciphertext pair derived from a randomly
generated master key. Each experiment begins by generating a random master key,
selecting a random plaintext, and computing the corresponding ciphertext. Sub-
sequently, a random initial assignment is generated for a subset of the master key
variables. Using this information, the associated polynomial system is instantiated,
and the MULTISOLVE algorithm is applied to attempt its resolution. Since the ini-
tial guesses for some master key bits are random, and therefore likely incorrect,
all the polynomial systems generated along the multistep strategy are inherently
inconsistent.

To construct the initial subset of variables to be guessed, the 256 key variables
are first partitioned into 8 blocks of 32 variables each, namely

By ={ksui | 1<i<32} (0<1<7).

Various permutations of these blocks are then generated. For each permutation, a
subset of k variables is selected by taking the first k variables from the concatenated
sequence of the permuted blocks. By empirical analysis, the fastest choice appears
to be the reverse permutation

B;UBgU... B UBy.

We developed a comprehensive and versatile implementation of the MULTISOLVE
algorithm within the MAGMA computer algebra system. The implementation sup-
ports a range of oracle functions, allowing for flexible experimentation with different
heuristics and decision strategies throughout the solving process.

Through a series of experiments on ARADI, we identified effective parameter
settings for MULTISOLVE in the context of this attack: specifically, d; = 0, which
disables GBELIMLIN, and dy = 2 for GROBNERSAFE. This choice is motivated by
the fact that the input polynomials are quadratic, which enables GROBNERSAFE to
be applied efficiently at this degree while still producing complete Grébner bases,
thus rendering GBELIMLIN unnecessary.

For wild cases, we set a time limit of 7 = 60 seconds. The oracle function
employed in MULTISOLVE is ORACLET. After conducting several tests with an
initial number of variables set to 240, it became clear that tame cases always occur
when the number of guessed key variables is 251 or 252. To obtain the classic hybrid
strategy, it was therefore necessary to begin with 252 evaluations. Our experiments
also confirmed that assigning correct values to 251 or 252 key variables is sufficient
to recover the master key.
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A total of 216 experiments were performed, each using a distinct random master
key, plaintext, and partial assignment of key bits. For MULTISOLVE, 99.98% of the
cases were tame with 251 assignments. The cost of identifying the remaining 0.02%
of wild cases via timeout and resolving them with 252 key variable evaluations was
therefore negligible.

We report here the average runtimes of GROBNERSAFE in solving tame cases,
along with the corresponding standard deviations to highlight the stability of the
results. All timings are given in seconds. All computations were performed on a
Linux-based system running Ubuntu 22.04 LTS, equipped with an AMD EPYC
7763 64-core processor and x86_64 architecture. For Grobner basis computations,
we used the sparse F4 algorithm as implemented in MAGMA version 2.27.5.

TABLE 2. GB Average Runtime for Tame Cases

# Guessed Vars | Solving Time (s) | Std. Dev. (s)
251 34.629 1.892
252 24.957 1.756

Since log,(34.62) = 5.11 and log,(24.95) = 4.64, the overall complexity of the
multistep strategy is approximately 2256 seconds, while that of the classical hybrid
strategy is around 22°6- seconds. Given that a single encryption in a brute force
attack takes significantly less than one second, we cannot claim that ARADI is
broken. However, the effective key security is certainly subject to concern.

Indeed, our experiments show that assigning 251 key variables leads to a sub-
stantial reduction in the complexity of solving the derived quadratic polynomial
systems. Only a small fraction of the instances require 252 assignments, and all
systems are solved in approximately 30 seconds with a solving degree of two, equal
to the input degree. This behavior is likely due to the extreme sparsity of the cor-
responding Macaulay matrices and the fact that these polynomial systems deviate
significantly from the semi-regular case. Notably, the systems involve around 2000
variables.

We also experimented with various combinations of the parameters di,ds and
7, but none of these configurations enabled us to obtain tame cases with only 250
key variable evaluations. In other words, we identified a structural weakness in the
algebraic representation of ARADI, manifesting as a sharp complexity drop once
251 key variables are fixed.

7. CONCLUSIONS AND FURTHER DIRECTIONS

In this paper, we propose a new version of the multistep solving strategy, based
on a recursive Depth-First Search implementation and the introduction of an oracle
function designed to predict whether a polynomial system requires further simpli-
fication through variable evaluations. This approach enables a simple yet effective
implementation of the MULTISOLVE algorithm and supports a complexity analy-
sis based on tree structures. Furthermore, it provides a unified framework that
generalizes various solving strategies, including the one used in our attack on the
TRriviuM cipher and the classic hybrid approach, into a single algorithm, where
only the oracle function needs to be adapted.



18 R. LA SCALA AND S.K. TIWARI

Thanks to this work, we were able to carry out an algebraic attack on the recent
block cipher ARADI revealing some critical vulnerabilities. Notably, our attack is
the first to target all 16 rounds of the cipher.

As a further direction for this line of research, we suggest developing oracle
functions based on Machine Learning or Deep Learning algorithms, trained on
the ideals, and corresponding Macaulay matrices, generated by MULTISOLVE. A
preliminary experimental study is currently underway. Another promising direction
is the development of a parallel implementation of the MULTISOLVE algorithm
for High Performance Computing environments, which could significantly improve
practical efficiency and broaden the applicability of the multistep strategy to the
algebraic cryptanalysis of other relevant cryptographic systems.
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