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Covert Entanglement Generation over Bosonic
Channels

Evan J. D. Anderson , Michael S. Bullock , Ohad Kimelfeld , Christopher K. Eyre , Filip Rozpędek ,
Uzi Pereg , and Boulat A. Bash

Abstract—We explore covert entanglement generation over
the lossy thermal-noise bosonic channel, which is a quantum-
mechanical model of many practical settings, including optical,
microwave, and radio-frequency (RF) channels. Covert com-
munication ensures that an adversary is unable to detect the
presence of transmissions, which are concealed in channel noise.
We show that a square root law (SRL) for covert entanglement
generation similar to that for classical: LEG

√
n entangled bits

(ebits) can be generated covertly and reliably over n uses of a
bosonic channel. We report a single-letter expression for optimal
LEG as well as an achievable method. We additionally analyze
the performance of covert entanglement generation using single-
and dual-rail photonic qubits, which may be more practical for
physical implementation.

I. INTRODUCTION

Standard communication security protects the transmission
content from unauthorized access using cryptography [3] or
information-theoretic secrecy [4]. On the other hand, covert,
or low probability of detection/intercept (LPD/LPI), signaling
prevents detection of the transmission in the first place. Over
the last decade, the fundamental limits of covert communica-
tion were explored for classical [5]–[8] and classical-quantum
channels [9]–[13]. Covert communication over these channels
is governed by the square root law (SRL): Lc

√
n covert bits

This paper was presented in part at the IEEE International Conference
on Quantum Computing and Engineering (QCE) in Montréal, QC, Canada,
September 2024 [1] and at the IEEE International Symposium on Information
Theory (ISIT) in Ann Arbor, MI, USA, June 2025 [2].

This work was supported by the National Science Foundation under
Grants No. CCF-2006679 and EEC-1941583, the Israel Science Foundation
under Grants No. 939/23 and 2691/23, German-Israeli Project Cooperation
(DIP) within the Deutsche Forschungsgemeinschaft (DFG) under Grant No.
2032991, Ollendorff Minerva Center (OMC) of the Technion No. 86160946,
and by the Junior Faculty Program for Quantum Science and Technology of
Israel Planning and Budgeting Committee of the Council for Higher Education
(VATAT) under Grant No. 86636903.

Evan Anderson is with the Wyant College of Optical Sciences, University
of Arizona Tucson, AZ, USA (email: ejdanderson@arizona.edu)

Michael Bullock is with Dept. of Electrical and Computer Engineering,
University of Arizona, Tucson, AZ, USA (email: bullockm@arizona.edu)

Ohad Kimelfeld is with the Physics Department and Helen Diller Quantum
Center, Technion – Israel Institute of Technology, Haifa, Israel (email:
ohad.kim@campus.technion.ac.il)

Christopher Eyre is with the Dept. of Mathematics, Brigham Young
University Provo, UT, USA
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are reliably transmissible over n channel uses for a channel-
dependent constant Lc > 0 called covert classical channel
capacity. A tutorial [14] and a detailed survey [15] overview
these results and their developments.

To date, most of the covert communication effort focused
on classical data, i.e., transmission of bits. Motivated by
recent advances in quantum communication [16], [17], in this
paper we explore covert quantum communication. Specifi-
cally, we investigate covert entanglement generation over the
lossy thermal-noise bosonic channels, which we call “bosonic
channels” for brevity and formally define in Section III-A.
They describe quantum-mechanically optical-fiber, free-space-
optical (FSO), microwave, and radio-frequency (RF) commu-
nication channels. Notably, unlike standard qubits, which are
finite-dimensional, the quantum states of light on which these
channels act reside in infinite-dimensional Hilbert spaces.

We report an SRL similar to classical communication for
covert entanglement generation over the bosonic channels:
LEG

√
n covert entangled bits (ebits) can be generated over n

channel uses for a channel-dependent constant LEG > 0 called
covert entanglement-generation capacity. We characterize the
optimal value by providing 1) an upper bound on LEG,
and 2) a method to generate LEG

√
n ebits covertly using a

classical secret key that is pre-shared between communicating
parties. Our approach adapts the covert entanglement gen-
eration method for finite-dimensional channels from [18] to
infinite-dimensional bosonic channels. This non-trivial deriva-
tion builds on the results in [10], [11], [19], [20]. In fact,
the covert entanglement generation capacity LEG = Lno-EA,
the unassisted covert classical capacity derived in [11], which
agrees with the finite-dimensional result in [18]. In the process,
we also obtain the optimal scheme for ensuring information-
theory secrecy of covert classical communication. This pre-
vents leakage of information contained in the transmission in
the rare event that it is detected.

Remarkably, our formula LEG has a single-letter form,
while only the bounds for the non-covert quantum capacity
of a lossy thermal-noise bosonic channel are currently known
[21]–[24]. However, we note that the non-covert entanglement
generation capacity equals the quantum capacity because
entanglement enables teleportation of quantum states with
assistance of a classical communication channel. In a covert
quantum communication system, classical channel uses must
also be covert, necessitating careful analysis that we defer to
future work.

We also analyze the performance of sub-optimal but more
practical covert entanglement generation methods using single-
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and dual-rail photonic qubits. Unfortunately, the complexity
of our optimal entanglement-generation scheme makes its
realization using known components extremely challenging.
Thus, we explore alternatives using single- and dual-rail
photonic qubit modulation. These qubit encodings are used in
many quantum information processing tasks, including cluster-
state generation [25], entanglement distribution in quantum
networks [26]–[31], and quantum key distribution (QKD) [32],
[33]. We derive the achievable entanglement generation rates
by adapting our covert classical-quantum channel analysis [9]–
[13] and report a significant gap from the optimal, motivating
future investigation.

The rest of this paper is organized as follows: next we
discuss the prior work, and in Section III we state the
mathematical preliminaries as well as the system and channel
models. In Section IV we provide the ultimate limits of covert
entanglement generation. In Section V, we explore using
single- and dual-rail photonic qubit encodings. In Section VI
we compare performance of our methods. We conclude in
Section VII by discussing the implications of our results and
areas of future research.

II. RELATIONSHIP TO PRIOR WORK

Initial studies of covert quantum communication focus on
covert quantum key distribution (QKD) [34]–[37]. Thus, they
do not provide the fundamental limits of covert entangle-
ment generation studied here. Indeed, they do not investigate
quantum communication between parties that already possess
covert classical resources such as a pre-shared classical secret
and a covert classical channel. Our initial work, presented
in conferences [1], [2], takes a direct approach in exploring
the achievability of quantum covert communication. In [1]
we also provide a very loose converse result (which this
paper substantially improves by the virtue of equivalence of
quantum communication and the combination of entanglement
and classical communication). Exploration of covert quantum
and classical communication over finite-dimensional quantum
channels in [2], [12], [13] inspired the derivation of the fun-
damental limits for entanglement generation in [18]. Adapting
it to infinite-dimensional bosonic channel is not trivial, as
illustrated in Section IV.

III. PRELIMINARIES

A. System and Channel Model

Consider the covert communication setting described in
Fig. 1. Alice wishes to transmit a quantum state ρ̂An to Bob
over n uses of the lossy thermal-noise bosonic channel without
being detected by an adversarial warden Willie. For covert
secret communication, Alice encodes a message m into the
An subsystems through classical modulation, and seeks to
keep this secret from Willie while allowing Bob to decode
the message reliably. For covert entanglement generation,
she instead creates local entanglement and maps half of the
entangled state to the An subsystems. Alice seeks to ensure
Bob can reliably obtain half of an entangled state, where the
other half is maintained locally by her.

The lossy thermal-noise bosonic channel, Eη,n̄B
A→BW shown

in Figure 2a, is described by a beamsplitter with transmittance
η ∈ [0, 1], two input modes (Alice and the environment with
thermal-state input), and two output modes (Bob and Willie).
The thermal state has a photon number basis representation
ρ̂th(n̄B) ≡

∑∞
k=0

n̄k
B

(1+n̄B)k+1 |k⟩⟨k|. For her input state ρ̂An ,

Bob and Willie receive ρ̂Bn ≡ trWn

(
E(η,n̄B)⊗n
A→BW (ρ̂An)

)
and ρ̂Wn ≡ trBn

(
E(η,n̄B)⊗n
A→BW (ρ̂

(ψ)
An )

)
, respectively.

We equivalently represent the bosonic channel via
its Stinespring dilation V η,n̄B

A→BWE shown in Figure
2b, where ρ̂Bn ≡ trWnEn

(
V

(η,n̄B)⊗n
A→BWE (ρ̂An)

)
and

ρ̂Wn ≡ trBnEn

(
V

(η,n̄B)⊗n
A→BWE (ρ̂An)

)
. We assume that

Alice and Bob pre-share a classical secret, as is standard in
covert communications [6]–[14].

B. Hypothesis Testing and Covertness

We assume that Willie has complete knowledge of the
system in Fig. 1, except for Alice and Bob’s pre-shared secret.
Willie must determine from his channel output whether Alice
is using the channel (hypothesis H1) or not (hypothesis H0).

Let ρ̂(0)Wn ≡ trB

(
E(η,n̄B)⊗n
A→BW (|0⟩ ⟨0|⊗nA )

)
be the state Willie

observes when Alice is quiet, where |0⟩ ⟨0|A is a vacuum
state and is the “innocent” input, similarly, we denote ρ̂

(1)
Wn

as the state Willie receives when Alice transmits. As vacuum
is input when Alice is quiet, ρ̂(0)Wn =

(
ρ̂
(0)
W

)⊗n
where

ρ̂
(0)
W = ρ̂th(ηn̄B) is an attenuated thermal state [38].
Willie desires to determine if Alice and Bob are com-

municating. Therefore, over n channel uses, he attempts to
distinguish between ρ̂

(1)
Wn and ρ̂

(0)
Wn . The null and alternate

hypotheses H0 and H1 correspond to Alice being quiet and
transmitting, respectively. Willie uses arbitrary quantum re-
sources to discriminate between H0 and H1, including fault-
tolerant quantum computers, perfect quantum measurement,
and ideal quantum memories. We additionally allow Willie to
collect any photons that do not reach Bob.

Assuming equal priors, i.e., P (H1) = P (H0) =
1
2 , Willie’s

probability of error is P (e)
W = PFA+PMD

2 , with probability of
false alarm PFA = P (choose H1|H0 true) and probability of
missed detection PMD = P (choose H0|H1 true). P (e)

W ≤ 1
2 is

the trivial upper bound Willie can achieve by using a random
decision device. Thus, Alice and Bob try to ensure that Willie’s
minimum probability of error is close to that of this ineffective
device. Formally, they seek P

(e)
W ≥ 1

2 − δ, where δ > 0
quantifies the desired level of covertness. Willie’s minimum
probability of error is bounded by trace distance between
his output states under each hypothesis as [16, Sec. 9.1.4]:
P

(e)
W ≥ 1

2 − 1
4

∥∥∥ρ̂Wn − ρ̂
(0)
Wn

∥∥∥
1
, where ∥ · ∥1 is the trace

norm. The trace distance is often mathematically unwieldy.
Conveniently, the quantum relative entropy (QRE) D (ρ̂∥σ̂) ≡
tr (ρ̂ log ρ̂− ρ̂ log σ̂) is additive over product states, and upper
bounds the trace distance via the quantum Pinsker’s inequality

[16, Th. 11.9.1]: 1
4

∥∥∥ρ̂Wn − ρ̂
(0)
Wn

∥∥∥
1
≤
√

1
8D
(
ρ̂Wn

∥∥∥ρ̂(0)Wn

)
.

We use QRE as our covertness criterion, as is standard in both
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Fig. 1. System model for covert secrecy and covert entanglement generation. Alice either has an input and transmits, or she is quiet. When she has an
input, she encodes and modulates a state of system An before transmitting it over n uses of the lossy thermal-noise bosonic channel Eη,n̄B

A→BW depicted
in Fig. 2a. Bob demodulates and decodes to estimate the input. Warden Willie has to decide between hypotheses H0 and H1 corresponding to a quiet
or transmitting Alice. For covert secrecy, Alice uses position-based coding with a pre-shared secret key k unknown to Willie to encode message m in a
QPSK-modulated coherent-state codeword. Bob employs sequential decoding with the pre-shared secret k to estimate m. For entanglement generation, Alice
prepares a maximally-entangled state |Φ⟩ ⟨Φ|RM . She encodes the state of system M as a superposition of the codewords from the aforementioned secrecy
codebook in system An. Bob constructs a coherent version of the sequential decoding scheme used in the secrecy construction to recover a state entangled
with the reference system R.

(a) (b)

Fig. 2. Bosonic channel model. a) is the lossy thermal-noise bosonic channel
Eη,n̄B
A→BW , with input subsystem at Alice A and output subsystems B and

W at Bob and Willie respectively. ρ̂th(n̄B) is a thermal state. b) is the
Stinespring dilation V

η,n̄B
A→BWE of the bosonic channel, with an ancillary

output subsystem E. TMS is two-mode squeezer with gain G = 1 + n̄B .

classical [7], [8] and quantum [10]–[13] analyses. Formally,
we call a communication scheme covert if, for δC > 0,
D
(
ρ̂Wn

∥∥∥ρ̂(0)Wn

)
≤ δC.

C. Secrecy

Secrecy in communication imposes a bound on the amount
of information an adversary gains based on their intercepted
state. Given a message m ∈ M, Alice prepares a quantum
state ρ̂(m)

An and transmits it through n uses of a quantum chan-
nel NA→BW . Willie recovers ρ̂(m)

Wn = trBn(N⊗n
A→BW (ρ̂

(m)
An )).

We call a system secret if there exists a constant state ˆ̆ρWn

that does not depend on Alice’s original message, such that the
leakage distance is δS small: maxm∈M ∥ρ̂(m)

Wn − ˆ̆ρWn∥1 ≤ δS.

D. Decoding Reliability

For transmission of classical information, we must ensure
that Bob is able to decode reliably. A coding scheme C is
reliable if, for any ϵc > 0, P̄e(C) ≤ ϵc, where P̄e(C) denotes
the average probability of error over the message and key.
We call entanglement generation scheme G reliable if, for any
ϵg > 0, F

(
Φ̂RM , τ̂

(G)
RM̂

)
≥ 1 − ϵg , where Φ̂RM is the initial

maximally-entangled state at Alice and τ̂ (G)
RM̂

is the entangled
state Bob recovers.

IV. FUNDAMENTAL LIMITS ON COVERT SECRECY AND
ENTANGLEMENT GENERATION

Recall that traditional secrecy rates are defined in bits per
channel use, expressed as R = log |M|

n for a message set M
and n channel uses. In the covert setting, however, log |M| =
O(

√
n) yielding a zero-capacity result as n→ ∞. Hence, we

define a covert secrecy rate as Rsec =
log |M|√
nδC

.

Definition IV.1. (Achievable covert secrecy rate). A covert
secret rate is achievable, if for large enough uses of the channel
n, and for every ϵ ∈ (0, 1), δS > 0, δC > 0, there exists a
(eRsec

√
nδC , n, ϵ, δS, δC) code for secret and covert classical

communication.

Definition IV.2. (Covert secrecy capacity). The covert secrecy
capacity Lsec is the supremum over all achievable covert secret
rates.

Theorem 1. The covert secrecy capacity over a lossy thermal-
noise bosonic channel E(η,n̄B) is Lsec

(
E(η,n̄B)

)
= ccovcrel

where

ccov =

√
2ηn̄B(1 + ηn̄B)

1− η
(1)

crel = η log

(
1 +

1

(1− η)n̄B

)
. (2)

Proof: Achievability: Construction: Alice employs posi-
tion based coding [39] by generating public shared randomness
(Xn)

⊗|M||K| and distributes copies to Bob and Willie, where
X is a uniform random variable over {1, . . . , 4} and Xn

is an independent and identically-distributed (i.i.d.) random
vector. Alice and Bob pre-share a key k ∈ K that is kept
secret from Willie. Based on message m, Alice subselects
codeword Xn(m, k) indexed by (m, k) and encodes it as
a product of quadrature phase-shift keyed (QPSK) coher-
ent states: |ϕ (Xn(m, k))⟩An = |

√
n̄se

jπX1/2⟩A1
⊗ · · · ⊗

|
√
n̄se

jπXn/2⟩An
where n̄s is the mean photon number per

mode and πXn/2 denotes the phase. She transmits the state
over n lossy thermal-noise bosonic channel uses. Bob obtains
output systems Bn and employs the sequential decoding
POVM {Ω̂(m,k)

Bn } [39] based on his knowledge of k. The
following lemma yields that this construction is reliable, covert
and secret on average for appropriate choice of (M,K):



4

Lemma 1. Consider the bosonic channel Eη,n̄B

A→BW =
trE

[
Vη,n̄b

A→BWE

]
defined in terms of its Stinespring dilation

and a partial trace over ancillary system E. Let ˆ̆ρ⊗nWE =

trBn

[
Vη,n̄B⊗n
A→BWE((ρ̂A)

⊗n)
]

and ˆ̆ρ⊗nW = trEn

[
ˆ̆ρ⊗nWE

]
with

ρ̂A = TrX [ρ̂XA]. There exists a random coding scheme
defined on QPSK coherent-state codeword input states with
mean photon number per mode n̄s and ς(2)n ∈ o(1)∩ω(1/

√
n)

such that, for n̄s ∈ o(1) and for n large enough, such that

log |M| ≥ (1− ςn)creln̄sn (3)
log |K| ≤ (1 + ςn) (g(ηn̄b) + g(n̄b)− 2g(ν − 1/2))n (4)

and

EC
[
P̄e(C)

]
≤ e−ς

(1)
n

√
n (5)

EC

[∣∣∣D(ˆ̄ρWn∥ ˆ̆ρ⊗nW )−D(ˆ̆ρ⊗nW ∥ρ̂(0)Wn)
∣∣∣] ≤ e−ς

(2)
n

√
n (6)

max
m

EC

[∥∥∥ ˆ̄ρmWnEn − ˆ̆ρ⊗nWE

∥∥∥] ≤ e−ς
(3)
n

√
n (7)

where ςn, ς
(1)
n , ς

(3)
n ∈ o(1)∩ω(1/

√
n), g(x) ≜ (1+x) log(1+

x)− x log(x) and ν = 1
2

√
1 + 2n̄b(1− η).

To prove Lemma 1, we adapt the position-based coding
and sequential decoding strategy from [19, Lem. V.1], [39]
to ensure secrecy at the cost of a larger key requirement
(Lemma 7 in Appendix IV). Applying it to QPSK coherent-
state codewords transmitted over n uses of lossy thermal
noise bosonic channel yields a random coding scheme that
is reliable, covert, and secret on average (Lemma 1). The full
proof of Lemma 1 is in Appendix I.

Next, we show that a deterministic coding scheme exists that
satisfies the average decoding reliability, covertness, and mes-
sage average secrecy requirements. We then use the standard
expurgation argument to construct bounds on the maximum
probability of decoding error and achieve semantic secrecy.

Lemma 2. [18, Lem. 10] There exists a sequence of de-
terministic coding schemes C = {xn(m, k)} such that, for n
large enough,

log |M| = (1− ςn)creln̄sn (8)
log |K| = (1 + ςn) (g(ηn̄b) + g(n̄b)− 2g(ν − 1/2))n (9)

where

max
m,k

P (m,k)
e (C) ≤ e−ζ

(1)
n

√
n (10)∣∣∣D(ˆ̄ρWn∥ ˆ̆ρ⊗nW )−D(ˆ̆ρ⊗nW ∥ρ̂(0)Wn)

∣∣∣ ≤ e−ζ
(2)
n

√
n (11)

max
m

∥∥∥ ˆ̄ρmWnEn − ˆ̆ρ⊗nWE

∥∥∥ ≤ e−ζ
(3)
n

√
n (12)

The proof of Lemma 2 is in Appendix II.
Now, we show that the message rate achieved for de-

terministic coding scheme in Lemma 2 converges to the
capacity while maintaining covertness: log |M| ≥ (1 −
ςn)η log

(
1 + 1

(1−η)n̄b

)
n̄Sn. Note that (10) implies de-

coding reliability, (12) implies secrecy, and (11) implies
D
(
ˆ̄ρWn∥ρ̂(0)Wn

)
≤ nD

(
ˆ̆ρW ∥ρ̂(0)W

)
+ e−ς

(2)
n

√
n, where ˆ̆ρW

is Willie’s output from single-mode QPSK coherent state
constellation input with mean photon number per mode n̄s

and ς(2)n ∈ ω(1/
√
n). Thus, choosing n̄s = ccov

√
δc
n and [13,

Th. 2] implies the scheme is covert in the limit n→ ∞. Now,
using Definition IV.2, we have

Lsec

(
E(η,n̄B)

)
≥ lim
n→∞

log |M|√
δCn

= ccovcrel. (13)

Converse: The converse is given by the non-secret covert
converse argument provided in [11, Th. 1].

Remark 1. The key size requirements in (4) and (9) are O(n)
instead of O(

√
n), as in [18, Th. 2]. These can be strengthened

back to O(
√
n) if we relax the secrecy requirement to not

include the ancillary systems En. However, in the achievability
proof for entanglement generation (Theorem 2) that follows,
we use the the larger key in (12). We believe that using the
sparse coding (see Section V) may reduce the key size scaling,
but leave the analysis to future work.

Similar to that of the covert secrecy rate, entanglement
generation rate is defined as R = log(dim(HM))

n in qubit
pairs generated per channel use, where dim(HM) is the
dimension of entangled state. However, the square root law
also governs entanglement generation, and we define the covert
entanglement generation rate as REG = log(dim(HM))√

nδC
.

Definition IV.3. (Achievable covert entanglement-generation
rate). A covert entanglement-generation rate is achievable,
if for large enough uses of the channel n, and for every
ϵ ∈ (0, 1), δC > 0, there exists a (eREG

√
nδC , n, ϵ, δC) code

for covert entanglement-generation.

Definition IV.4. (Covert entanglement-generation capacity).
The covert entanglement generation capacity LEG is the supre-
mum over all achievable covert entanglement generation rates.

Theorem 2. Covert entanglement-generation capacity
of a lossy thermal-noise bosonic channel E(η,n̄B) is
LEG

(
E(η,n̄B)

)
= ccovcrel, where crel and ccov are defined in

(2) and (1), respectively.

Proof: Achievability: The achievability proof adapts [18,
Thm. 2] by using the classical code construction in the proof
of Theorem 1, and converting it to a quantum one.
Code conversion: As in [18, Thm. 2], we convert the
classical code from the proof of Theorem 1 into an en-
tanglement generation code. Consider the QPSK codebook
{xn(m, k)}m,k used for the result in Lemma 2, where single-
mode input state at Alice is a coherent state |

√
n̄se

jπx/2⟩ for
x ∈ 1, . . . , 4. Therefore, a single classical codeword given
(m, k) is a product of coherent states: |xncoh(m, k)⟩An ≜
|
√
n̄se

jπx1/2⟩A1
⊗ · · · ⊗ |

√
n̄se

jπxn/2⟩An
. Alice converts this

to a quantum codebook {|ϕm⟩An : m ∈ M} with |ϕm⟩An =
1√
|K|

∑
k e

jf(m,k) |xncoh(m, k)⟩An , where f(m, k) is defined

later. Alice prepares her encoding by generating a maximally
entangled state: |Φ⟩RM = 1√

|M|

∑
m |m⟩R ⊗ |m⟩M , where

subsystems R and M are the resource and message, respec-
tively. She generates a copy of the M subsystem using a
CNOT gate as in [18, Eq. (108)] to obtain |τ⟩RMM ′ . Alice
applies an isometry ÛM ′→An that takes |m⟩M ′ → |ϕm⟩An as

|τ⟩RMAn =
(
Î ⊗ Î ⊗ ÛM ′→An

)
|τ⟩RMM ′ (14)
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=
1√
|M|

∑
m

|m⟩R ⊗ |m⟩M ⊗ |ϕm⟩An . (15)

She transmits An systems over n copies of V η,n̄b

A→BWE .
We represent the global state as |τ⟩RMBnWnEn =

1√
|M|

∑
m |m⟩R ⊗ |m⟩M ⊗ |ϕm⟩BnWnEn with

|ϕm⟩BnWnEn = V η,n̄b
⊗n

A→BWE(|ϕm⟩An) being the channel
output given input |ϕm⟩An and V η,n̄B

A→BWE being the
Stinespring representation of the bosonic channel Eη,n̄b

A→BW .
Recall that Lemma 2 implies that there is a decoding POVM
{Ω̂(m,k)

Bn } such that given any value of pre-shared key k the
classical code achieves tr

[
Ω̂

(m,k)
Bn ρ̂

(m,k)
Bn

]
≥ 1− e−ζ

(1)
n

√
n, for

all m, k. We construct a coherent version of this POVM [16,

Sec. 5.4] as DBn→BnM̂K̂ =
∑
m,k

√
Ω̂

(m,k)
Bn ⊗|m⟩M̂ ⊗|k⟩K̂ ,

which, after its use, yields the global state:

|τ⟩RMBnWnEnM̂K̂

=
(
ÎRM ⊗DBn→BnM̂K̂ ⊗ ÎWnEn

)
|τ⟩RMBnWnEn (16)

We now show that this conversion yields an entanglement
generation scheme that is reliable and covert.

Lemma 3. Consider covert entanglement generation via lossy
thermal noise bosonic channel Eη,n̄b

A→BW with Stinespring di-
lation V η,n̄b

A→BWE . For any ςn ∈ o(1) ∩ ω(1/
√
n) there exists

ς
(1)
n , ς

(4)
n ∈ o(1) ∩ ω(1/

√
n) such that for n sufficiently large

log dM ≥ (1− ςn)creln̄sn (17)
log |K| ≤ (1 + ςn) (g(ηn̄b) + g(n̄b)− 2g(ν − 1/2))n (18)

while

F (Φ̂RM , τ̂RM̂ ) ≥ 1− e−ς
(1)
n

√
n (19)∣∣∣D ( ˆ̃ρWn

∥∥∥ρ̂(0)Wn

)
−D

(
ˆ̆ρ⊗nWn

∥∥∥ρ̂(0)Wn

)∣∣∣ ≤ e−ς
(4)
n

√
n (20)

where dM = dim(HM ), Φ̂RM is the maximally entangled
state, τ̂RM̂ is Bob’s decoded state and ˆ̃ρWn is Willie’s received
state from the covert entanglement generation scheme.

The proof of Lemma 3 is adapted from [18] and key
steps are provided in Appendix III. The challenge in the
present model is to ensure that state approximation holds
for non-orthogonal coherent state codewords and to carefully
decouple Bob’s state from both Willie’s subsystems Wn and
the ancillary subsystems En. Further, showing that covertness
is maintained requires use of continuity of entropy results for
bosonic systems [40].

We now show that this scheme with rate given by (17)
achieves the capacity in the limit n → ∞ while remaining
covert. Note that (19) ensures reliability and (20) implies
D
(
ˆ̃ρWn∥ρ̂(0)Wn

)
≤ nD

(
ˆ̆ρW ∥ρ̂(0)W

)
+ e−ς

(4)
n

√
n, where ς(4)n ∈

ω(1/
√
n). Thus, choosing n̄s = ccov

√
δ
n implies the scheme

is covert in the limit n→ ∞. Now, using Definition IV.2, we
have LEG

(
E(η,n̄B)

)
≥ limn→∞

log(dim(HM))√
δCn

= ccovcrel.
Converse: The converse is given by the standard classical
covert communication converse argument in [11, Th. 1].

V. TOWARDS PRACTICAL COVERT ENTANGLEMENT
GENERATION

While the covert entanglement-generation capacity of the
lossy thermal-noise bosonic channel is achievable per The-
orem 2, it is unclear how to construct Alice’s state in (15)
physically. Hence, we investigate entanglement generation
using single- and dual-rail photonic qubit encodings.

We require some additional definitions: denote by [a]+ =
max(a, 0), and the Shannon entropy associated with proba-
bility vector p⃗ by H(p⃗) = −

∑
pi∈p⃗ pi log2(pi). A single-

rail photonic qubit is encoded in a single mode of a photon
represented by |ψ⟩ = α |0⟩ + β |1⟩. The dual-rail photonic
qubit qubit uses a single photon across two modes: |ψ⟩ =
α |01⟩+β |10⟩. We additionally use the χ2-divergence between
two states ρ̂ and σ̂ given by Dχ2 (ρ̂∥σ̂) = tr[ρ̂2σ̂−1]− 1.

Lemma 4. Using a single-rail photonic qubit, for n large
enough and arbitrary ϑ > 0, M(n) ≥ (1−ϑ)

√
n
√
2ccovR

√
δC

qubit pairs can be generated reliably and covertly over n
uses of the lossy thermal-noise bosonic channel acting inde-
pendently on each channel use, where ccov is in (1), δC is
the QRE-covertness constraint, and R ≥ [1−H(p⃗)]

+ is the
constant achievable rate of reliable qubit pair generation per
channel use with p⃗ = (pI , pX , pY , pZ), pI = (1 − 3

4pf)qI ,
pj = (1− 3

4pf)qj +
1
4pf for j = X,Y, Z and

pf =
1 + (1− η)n̄B(3 + 2n̄B − 2η(n̄B + 1

2 ))

(1 + (1− η)n̄B)3
(21)

qI =
1

2N(G, τ)

(
2G+ τ − 1

G2
+ 2

√
τ

G
3
2

)
(22)

qX =
1

2N(G, τ)

(
G− 1

G2
+

1− τ

G

)
(23)

qY =
1

2N(G, τ)

(
G− 1

G2
+

1− τ

G

)
(24)

qZ =
1

2N(G, τ)

(
2G+ τ − 1

G2
G2 − 2

√
τ

G
3
2

)
(25)

where G = 1 + (1 − η)n̄B, τ = η/G and N(G, τ) =
3G+2G3/2√τ+τ−2

2G2 .

Proof: Construction and reliability: The construction is
depicted in Fig. 3. Alice prepares a Bell state |Φ⟩RA. System
R is kept as reference, system A is prepared to be sent through
the channel. To ensure covertness, Alice employs the sparse
signaling approach from [41]: let x ≡ {xi, i = 1, . . . , n} be
a binary sequence indicating the selected channel uses for
non-innocent transmission, with xi = 1 corresponding to a
non-innocent qubit input from Alice on the ith channel use,
and xi = 0 to innocent input. Thus, w(x) ≡

∑n
i=1 xi is

the number of non-innocent inputs for a given x. For an
arbitrary ϑ > 0, define A ≡

{
x :
∣∣q − 1

nw(x)
∣∣ ≤ ϑ

}
as the

set containing length-n binary sequences whose normalized
weight is close to q ∈ (0, 1). Let pX(x) = {q if x =
1; 1 − q if x = 0}. Denote p(A) =

∑
x∈A

∏n
i=1 pX(xi),

and: pX (x) ≡
{∏n

i=1 pX(xi)

p(A) if x ∈ A; 0 if x /∈ A
}

. Alice
and Bob choose the channel uses for transmitting qubits by
randomly sampling x ∈ A using pX. Their choice x comprises
part of the classical pre-shared secret in Fig. 3.
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Fig. 3. Construction of achievable covert quantum entanglement generation over the lossy thermal-noise channel Eη,n̄B
A→BW . Alice first prepares a Bell state

Φ̂RA entangled with a reference system. She then sends her half of the qubit through the following process: given a pre-shared secret x, she applies a QECC
corresponding to the number w(x) of non-innocent output states. This is followed by the application of Pauli gates defined by pre-shared secret sequence y.
She then applies sparse coding that “spreads” these w(x) non-innocent states across n channel uses by inserting innocent input states according to locations
in x. Alice then transmits the modulated resulting state ρ̂

(ψ)
An . Bob sub-selects the systems containing the non-innocent states using x and demodulates by

projecting them onto the qubit basis. He then inverts the Pauli twirling operation using y and decodes to obtain a state ˆ̃ΦRB entangled with the reference
system. Willie performs an optimal hypothesis test on whether transmission occurred.

Alice and Bob further generate a set {ci}i∈w(A) of
|w(A)| = ⌈2ϑqn⌉ quantum error correction codes (QECCs)
following standard techniques [16, Sec. 24.6.3], where
w(A) ≡ {w(x) : x ∈ A}. For a given number of non-
innocent states available w(x), the QECC cw(x) yields an
isometry Ûcw(x)

that maps the input state Û cw(x) |ψ⟩Aw(x) =
|cw(x)(ψ)⟩Aw(x) . We extend these QECCs to a covert QECC
c, which maps Û c(x) : (x, |ψ⟩) → |c(ψ,x)⟩An . Let the
isometry Û c(x) =

(
ÎAxc ⊗ Û cw(x)

)
with |cw(x)(ψ)⟩Aw(x) =

trxc (|c(ψ,x⟩)An) being the QECC mapping for w(x), and
trxc the partial trace over the innocent inputs defined by choice
of x. Given x, the covert QECC can be thought of as the
sparse encoding of the corresponding non-covert QECC of
block length w(x), with innocent states injected in each of
the systems {Ai : xi = 0}. Hence, the systems occupied by
innocent states do not contribute to the code’s error-correcting
capabilities but are utilized for covertness.

Alice prepares w(x) Bell state copies |Φ⟩⊗w(x)
RA and applies

the isometry Ûcw(x)
on the Aw(x) subsystems. Alice and

Bob also secretly choose a sequence y indicating w(x) Pauli
gates sampled uniformly at random from P ≡ {Î , X̂, Ŷ , Ẑ}.
The sequence of Pauli gates chosen to spread over n modes
is P̂ (x,y), where Î is applied to a mode occupied by an
innocent state. Alice applies the Pauli gates as the first stage
of the Pauli twirling operation [42]. Thus, Alice transmits the
An subsystems of entangled encoded state |Φc⟩Rw(x)An =

(Î
⊗w(x)
R ⊗ P̂ (x,y)Û c(x))

(
|0⟩Axc

|Φ⟩⊗w(x)
AR

)
given x,y, over

the channel E(η,n̄B)
A→BW . Bob receives state ρ̂(ψ)Bn and uses x to

subselect the state ρ̂(ψ)
Bw(x) = trxc(ρ̂

(ψ)
Bn ), which represents the

state occupied by output systems of the non-covert QECC.

Denote by ρ̂
(ψ)
Bi

the state of the ith subsystem in ρ̂
(ψ)

Bw(x) .
ρ̂
(ψ)
Bi

is an arbitrary state equivalent to that in (86) with η
replaced by 1 − η. The state of each subsystem is demodu-
lated by projecting it onto the qubit basis via application of
Π̂ = |0⟩ ⟨0|+ |1⟩ ⟨1|. Projection is a probabilistic process with
the probability of failure pf =

1+(1−η)n̄B(3+2n̄B−2η(n̄B+1/2))
(1+(1−η)n̄B)3 .

When Bob fails to project, he replaces the state with the
maximally mixed state π̂ = Î

2 . This process yields a state in
the qubit basis of (1− pf)Π̂ρ̂

Bi

ψ Π̂†+ pfπ̂ = (1− pf)τ̂
(ψ)
Bi

+ pfπ̂

where τ̂
(ψ)
Bi

is the projected state in the ith system. This

represents a depolarizing channel for τ̂ (ψ)Bi
. Bob then uses pre-

shared y to apply the appropriate sequence of Pauli gates,
completing the Pauli twirling process. Pauli twirling by Alice
and Bob on their qubit states guarantees a Pauli noise channel
q⃗tw = (qI , qX , qY , qZ) with channel parameters defined in
(22)-(25) and derived in Appendix VIII.

Recall a Pauli channel, E p⃗P , maps input state ρ̂ as fol-
lows: E p⃗P(ρ̂) = pI Î ρ̂Î + pXX̂ρ̂X̂ + pY Ŷ ρ̂Ŷ + pZẐρ̂Ẑ
for p⃗ = (pI , pX , pY , pZ). A depolarizing channel is given
by Eλdep(ρ̂) = E p⃗dep(λ)

P (ρ̂) with depolarizing parameter λ

and p⃗dep(λ) =
(
1− 3λ

4 ,
λ
4 ,

λ
4 ,

λ
4

)
. Hence the combination of

the depolarizing channel from projection to the qubit basis
and Pauli channel generated by twirling yields a combined
Pauli channel, Epf

dep

(
E q⃗tw
P

(
τ̂
(ψ)
Bi

))
= E p⃗P

(
τ̂
(ψ)
Bi

)
where p⃗ =

(pI , pX , pY , pZ) with pI = (1− 3
4pf)qI and pj = (1− 3

4pf)qj+
1
4pf for j = X,Y, Z. For every w(x) ∈ w(A), the hashing
bound guarantees the existence of a QECC with an achievable
rate of R = 1−H(p⃗) [16, Sec. 24.6.3].
Covertness analysis: Willie knows the construction proce-
dure, channel parameters, q, the covert QECC, and the time
of transmission. The sequence of random Pauli operations
Alice applies to her encoded state is unknown to Willie.
Therefore, from Willie’s perspective, Alice’s average non-
innocent input state given x, and tracing out the R systems
is ρ̂Aw(x) = E1⊗w(x)

dep (|c(ψ)⟩ ⟨c(ψ)|Aw(x)) = (π̂)
⊗w(x)

, where
E1⊗w(x)

dep (·) is the completely depolarizing channel with λ = 1
over w(x) non-innocent input states. Thus, Willie observes
ρ̂
(ψ)
Wn = ρ̂

(π̂)
Wn ≡

∑
x∈A pX (x)

⊗n
i=1 ρ̂

π̂,xi

Wi
where ρ̂

(π̂,xi)
Wi

=

{ρ̂(π̂)W if xi = 1; ρ̂
(0)
W if xi = 0}, with ρ̂

(π̂)
W = Eη,n̄B

A→W (π̂) the
non-innocent output state.

We upper-bound the QRE between Willie’s output ρ̂W
n

π̂ and
the innocent state ρ̂(0)Wn as follows:

D
(
ρ̂
(π̂)
Wn

∥∥∥(ρ̂(0)Wn

))
= D

((
ˆ̄ρ
(π̂)
W

)⊗n∥∥∥∥(ρ̂(0)Wn

))
+ o(1) (26)

= nD
(
ˆ̄ρ
(π̂)
W

∥∥∥ρ̂(0)W )+ o(1) (27)

≤ q2nDχ2

(
ρ̂
(π̂)
W

∥∥∥ρ̂(0)W ) , (28)

where ˆ̄ρ
(π̂)
W = (1−q)ρ̂(0)W +qρ̂

(π̂)
W , (26) is due to the adaptation

provided in Appendix VII of the covertness analysis for sparse
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signaling approach from [41], (27) is from the additivity
of the QRE over product states [16, Ex. 11.8.7], and (28)
is by [43, Lemma 1] and [44, Eq. (9)] for large enough
n. Thus, the right-hand side of the covertness requirement
is bounded by (28). Thus, Alice maintains covertness by
choosing q ≤

√
2ccov

√
δC
n , where ccov is defined in (1) and

derived in Appendix IX.
Remark: The proof of this lemma has been generalized to

an arbitrary channel in [2] with proper assumptions about the
channel and Willie’s output state. These assumptions apply to
the bosonic channel and are used directly in Lemma 4 proof.

Lemma 5. Using a dual-rail photonic qubit, for n large
enough and arbitrary ϑ > 0, M(n) ≥ (1 − ϑ)

√
n ccov√

2
R
√
δC

e-bits can be transmitted reliably and covertly over n uses
of the lossy thermal-noise bosonic channel, where ccov is in
(1), and δC is the covertness constraint. R ≥ [1−H(p⃗)]

+ is
the constant achievable rate of reliable e-bit transmission per
round, where p⃗ =

[
1− 3p

4 ,
p
4 ,

p
4 ,

p
4

]
, p = 1− η

(1+(1−η)n̄B)4 .

Proof: The construction of the dual-rail setting is the same
as that in Fig. 3 with the exception that Alice’s QECC uses
dual-rail encoding, and further, |00⟩⟨00|⊗(n−w(x)/2) is used
for sparse coding. The proof follows directly from the proof
of Lemma 4, where the steps in Appendix IX are performed
on the arbitrary dual-rail input state. The additional 1√

2
term

arises from the fact that analysis is performed on a single
photon occupying two modes, and hence two channel uses.

Remark: Pauli twirling is often used to approximate noise in
non-Pauli channels. Indeed, we use this property to transform
an arbitrary quantum channel into a Pauli channel for relia-
bility analysis. However, Pauli twirling has an added benefit
in covertness analysis, ensuring that, on average, the non-
innocent input state appears as the maximally mixed state from
Willie’s point of view.

VI. PERFORMANCE ANALYSIS
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Fig. 4. The total number of covert qubits that can be reliably transmitted with
a bandwidth of W = 10 GHz and time T = 60 seconds vs. transmission
center wavelength over a free-space optical link between Alice and Bob
described in the beginning of Section VI. The blue line is the optimal bound
from Theorem 2. The yellow and red lines represent the single- and dual-rail
strategies.

In Fig. 4 we plot covert entanglement-generation rates for
a free-space optical (FSO) link between Alice and Bob, who

have an L = 1 km line-of-sight channel, and aperture radii
r = 10 cm. We let signaling bandwidth W = 1 GHz, thus,
over transmission duration of T s, we have n = TW = 109T
optical modes. We set T = 60s and δ = 0.05. As in [9], we
employ a detailed MODTRAN ‘Mid-Latitude Summer (MLS)’
atmospheric model [45] for an FSO channel at elevation 10 m
above the ground level with visibility 23 km in clear weather.
We calculate the mean background thermal noise photon num-
ber from the total radiance at 60° solar elevation. Unlike [9],
we only consider the fundamental transverse electromagnetic
(TEM00) spatial mode. This is because higher-order spatial
modes do not substantially improve covert classical commu-
nication (see [9, Fig. 5]). Since loss increases with higher
spatial-mode order, we anticipate the performance gains to be
even more modest for covert entanglement generation. Based
on the MODTRAN model, the transmittance η and thermal-
noise photon number n̄B depend on the center wavelength.
The blue line plots the covert capacity given in Theorem 2
while the red and orange line corresponds to the single- and
dual-rail rates. We see only a small range where the single-
and dual-rail strategies generate a nonzero number of qubit
pairs corresponding to high transmittance.

In Fig. 5, we plot the bounds for the total number of
reliably-generated covert ebits (entangled qubit pairs) vs. mean
thermal photon number n̄B for δ = 0.05, n = 60 × 109, and
various values of transmittance η. The black line is the optimal
rate from Theorem 2, while the dotted red and dash-dotted
blue lines are the single- and dual-rail strategies. The yellow
dashed line is a guide to the eye representing the limit of the
optimal rate as n̄B → ∞. The single- and dual-rail perform
poorly compared to the optimal rate, with the gap between
them growing as η decreases.

In Fig. 6, we plot the bounds for the total number of
reliably-generated covert ebits vs. transmittance η for δ =
0.05, n = 60 × 109, and various values of mean thermal
photon number n̄B. The black line is the optimal rate from
Theorem 2, while the dotted red and dash-dotted blue lines are
the single- and dual-rail strategies. For low transmittance, the
single- and dual-rail rates can generate zero entangled pairs,
while the optimal entanglement rate is non-zero for all values
of η. Furthermore, even for high transmittance, a near-order-
of-magnitude gap remains.

The results of Fig. 4, Fig. 6, and Fig. 5 demonstrate a
substantial gap between the optimal rate and practical strate-
gies. There are many potential reasons for this. The first is
that, although the channel is infinite-dimensional, we do not
utilize the additional degrees of freedom. It is possible that
qudit or bosonic codes could increase the achievable rates.
Indeed, Gottesman-Kitaev-Preskill (GKP) qubits have been
shown to reach a constant factor gap to the capacity of the
pure-loss channel, and perform well in the lossy thermal-noise
setting as well [22]. Additionally, the strategies rely on Pauli
twirling, which, by the quantum data processing [16, 10.7.2],
means the mutual information between Alice and Bob can only
decrease after application. Lastly, to ensure that the hashing
bound can be used, when projection fails for a given state in a
mode, we replace it with a maximally mixed state, discarding
information about where the error occurred; this can instead
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(a) η = 0.95
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(b) η = 0.8
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(c) η = 0.65

Fig. 5. Total number of covert entangled qubit pairs as a function of n̄B for a) η = 0.95, b) η = 0.8, and c) η = 0.65. In each subfigure, n = 108 and
δ = 0.05. The black line is the optimal rate from Theorem 2, while the dotted red and dash-dotted blue lines correspond to the single- and dual-rail rates.
The yellow dashed line represents the convergence for the optimal rate as n̄B → ∞ in each plot.
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(a) n̄B = 10−6
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(b) n̄B = 10−3
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(c) n̄B = 10−1

Fig. 6. Total number of covert entangled qubit pairs as a function of η for a) n̄B = 10−6, b) n̄B = 10−3, and c) n̄B = 10−1, where n = 60× 109 and
δ = 0.05 for each. The black line is the optimal rate from Theorem 2, while dotted red and dash-dotted blue lines correspond to the single- and dual-rail
rates

be treated as an erasure error, aiding in decoding.

VII. CONCLUSION

We explore covert entanglement generation over the lossy-
thermal noise bosonic channel. We obtain a single-letter
expression for the optimal covert entanglement generation
capacity LEG and find that it is the same as the classical covert
capacity over the bosonic channel derived in [11]. Further,
we investigate covert entanglement generation using photonic
qubits, and find a substantial room to improve. This and much
more is left for future investigation.

The key requirement for the proposed entanglement genera-
tion scheme that achieves LEG is O(n) bits, instead of O(

√
n)

bits as in the finite-dimensional case [18]. However, the key
requirement for the single-rail and dual-rail entanglement
generation schemes is substantially less: O(

√
n log n) bits and

is due to the sparse coding. Adapting Theorem 2 to use sparse
coding may yield a reduced key size.

Finally, we comment on the quantum resources required for
implementing the proposed single-rail and dual-rail protocols,
specifically the random stabilizer codes. Our results apply
in the limit of asymptotically large codes. In both proposed
protocols, this requires Alice and Bob to store large numbers of
physical qubits in quantum memories and apply large Clifford
circuits to them. Therefore, covert entanglement generation
needs to be investigated under practical constraints on quantum

memory and circuit sizes. We anticipate success using high-
rate quantum codes, e.g., quantum low-density parity check
(LDPC) codes [46].
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APPENDIX I

Proof: Lemma 1. Alice and Bob employ the construction in
the proof of Theorem 1. Thus, combination of Lemma 7
in Appendix IV, [47, Cor. 11] and [11, Eq. (12)] gives
us EC

[
P̄e(C)

]
≤ ϵ and EC

[
1
2

∥∥∥ ˆ̄ρmWnEn − ˆ̆ρ⊗nWE

∥∥∥] ≤ κ −
γ2, for every m, if

log |M| ≥ nD(ρ̂XB∥ρ̂X ⊗ ρ̂B)

+
√
nV (ρ̂XB∥ρ̂X ⊗ ρ̂B)Φ

−1(ϵ− C(1)
n ) (29)

log |K| ≤ nD(ρ̂XWE∥ρ̂X ⊗ ρ̂WE)
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−
√
nV (ρ̂XWE∥ρ̂X ⊗ ρ̂WE)Φ

−1

(
κ2

10
− C(2)

n

)
(30)

where C(1)
n = γ1 +

CBET (ρ̂XB∥ρ̂X⊗ρ̂B)√
nV (ρ̂XB∥ρ̂X⊗ρ̂B)

and C(2)
n = γ2 + γ3 +

CBET (ρ̂XWE∥ρ̂X⊗ρ̂WE)√
nV (ρ̂XWE∥ρ̂X⊗ρ̂WE)

and CBE is the Berry-Esseen constant.

Now, setting ϵ = e−ς
(1)

√
n

n for ς(1)n ∈ ω
(

1√
n

)
∩ o (1), κ =

e−ς
(3)
n

√
n for ς(3)n ∈ o(1) ∩ ω

(
1√
n

)
, and γ1 ∈ o

(
e−ς

(1)
n

√
n
)

and γ2 = γ3 ∈ o
(
e−ς

(3)
n

√
n
)

, we have by [11, Lem. 1, Lem.
2, Thm. 1], [19, Eq. (9)], ςn ∈ o(1), and for n large enough

log |M| ≥ (1− ςn)nD(ρ̂XB∥ρ̂X ⊗ ρ̂B) (31)

= (1− ςn)nη log

(
1 +

1

(1− η)n̄b

)
n̄s (32)

log |K| ≤ (1 + ςn)nD(ρ̂XWE∥ρ̂X ⊗ ρ̂WE) (33)
≤ (1 + ςn)n (g(ηn̄b) + g(n̄b)− 2g(ν − 1/2)) (34)

while EC
[
P̄e(C)

]
≤ e−ς

(1)
n

√
n and

max
m

EC

[
1

2

∥∥∥ ˆ̄ρmWnEn − ˆ̆ρ⊗nWE

∥∥∥] ≤ e−ς
(3)
n

√
n, (35)

where g(x) ≜ (1 + x) log(1 + x) − x log(x) and ν =
1
2

√
1 + 2n̄b(1− η). The bound on D(ρ̂XWE∥ρ̂X ⊗ ρ̂WE) in

(34) is derived in Appendix V for completeness and follows
from the assumption n̄s ∈ o(1). Now, we show that (35) yields
(6). By convexity, we have

EC

[
1

2

∥∥∥ ˆ̄ρWn − ˆ̆ρ⊗nW

∥∥∥] ≤ EC

[
1

2

∥∥∥ ˆ̄ρmWnEn − ˆ̆ρ⊗nWE

∥∥∥] (36)

≤ e−ς
(3)
n

√
n. (37)

Now, note that

EC

[∣∣∣D(ˆ̄ρWn∥ ˆ̆ρ⊗nW )−D(ˆ̆ρ⊗nW ∥ρ̂(0)Wn)
∣∣∣]

= EC

[∣∣∣(S ( ˆ̆ρ⊗nWn

)
− S

(
ˆ̄ρWn

))
(38)

+tr
((

ˆ̆ρ⊗nWn − ˆ̄ρWn

)
log
(
ρ̂
(0)
Wn

))∣∣∣] . (39)

Let E = max (nn̄s, nn̄b) ∈ O(n). By [40, Lemma 15],∣∣∣S ( ˆ̆ρ⊗nW )
− S

(
ˆ̄ρWn

)∣∣∣
≤
∥∥∥ ˆ̄ρWn − ˆ̆ρ⊗nW

∥∥∥nSmax

 2E

n
∥∥∥ ˆ̄ρWn − ˆ̆ρ⊗nW

∥∥∥


+ h

(
1

2

∥∥∥ ˆ̄ρWn − ˆ̆ρ⊗nW

∥∥∥) (40)

∈ O

(∥∥∥ ˆ̄ρWn − ˆ̆ρ⊗nW

∥∥∥n)2 log
 1∥∥∥ ˆ̄ρWn − ˆ̆ρ⊗nW

∥∥∥
 (41)

where Smax(E) < ∞ is the maximum entropy under energy
constraint E <∞ and (41) follows from [40, Rem. 13], [48,
Prop. 1(ii)]. Thus, (37) implies EC

[∣∣∣S ( ˆ̆ρ⊗nW )
− S

(
ˆ̄ρWn

)∣∣∣] ≤
e−γ

(2)
n

√
n for some γ(2)n ∈ o(1)∩ω

(
1√
n

)
. Finally, we examine

the second term in the expectation on the right-hand side of
(39):

tr
((

ˆ̆ρ⊗nW − ˆ̄ρWn

)
log
(
ρ̂
(0)
Wn

))
= tr

((
ˆ̆ρ⊗nW − ˆ̄ρWn

) n∑
i=1

log

(
e−β(ηn̄b)N̂Wi

Z(β(ηn̄b))

))
(42)

= tr
((

ˆ̆ρ⊗nW − ˆ̄ρWn

))
n log

(
1

Z(β(ηn̄b))

)
− β(ηn̄b) tr

[
n∑
i=1

(
ˆ̆ρ⊗nW − ˆ̄ρWn

)
N̂Wi

]
(43)

= 0. (44)

where (44) follows from the fact that ˆ̄ρWn is a QPSK
modulated coherent state codeword with mean photon number
per mode equal to that of ˆ̆ρ⊗nW .

APPENDIX II

Proof: Lemma 2. We follow the standard derandomization
procedure. Let us define the events A1 ≜

{
P̄e ≤ e−ζ

(1)
n

√
n
}

,

A2 ≜
{∣∣∣D(ˆ̄ρWn∥ ˆ̆ρ⊗nW )−D(ˆ̆ρ⊗nW ∥ρ̂(0)Wn)

∣∣∣ ≤ e−ζ
(2)
n

√
n
}

, and

A3 ≜
{

1
|M|

∑
m

1
2

∥∥∥ ˆ̄ρmWnEn − ˆ̆ρ⊗nWE

∥∥∥ ≤ e−ζ
(3)
n

√
n
}

. Now,
Lemma 1, the union bound and Markov’s inequality implies

Pr

(
3⋂
i=1

Ai

)
≥ 1−

3∑
i=1

Pr(Ai) ≥ 1−
3∑
i=1

e−(ς
(i)
n −ζ(i)n )

√
n

(45)

Thus for some ϵ ∈ (0, 1), setting ζ
(k)
n = (1 − ϵ)ς

(k)
n for k =

{1, 2, 3} yields the right hand side of (45) converges to unity
in the limit of n → ∞. Therefore, we conclude that there
exists at least one coding scheme for n sufficiently large that
satisfies

P̄e(C) ≤ e−ζ
(1)
n

√
n (46)∣∣∣D(ˆ̄ρWn∥ ˆ̆ρ⊗nW )−D(ˆ̆ρ⊗nW ∥ρ̂(0)Wn)

∣∣∣ ≤ e−ζ
(2)
n

√
n (47)

1

|M|
∑
m

∥∥∥ ˆ̄ρmWnEn − ˆ̆ρ⊗nWE

∥∥∥ ≤ e−ζ
(3)
n

√
n (48)

Lemma 2 follows by applying (46)-(48) to the proof of [18,
Lem. 10]. Since our key size scales in n instead of

√
n,

expurgation does not affect covertness.

APPENDIX III

Proof: Lemma 3. We employ the strategy described in the
proof of [18, Thm. 2]. The complete analysis of the strategy
for the lossy-thermal noise bosonic channel is presented below
for completeness. Consider the global state in (16). We now
approximate the state following [18, Thm. 2].
State Approximation: We now state a Lemma that allows us
to approximate our global output state:

Lemma 6. [18, Lem. 14] For |τ⟩RMBnWnEnM̂ defined in
(16), there exist phases {g(m, k)} such that |τ⟩RMBnWnEnM̂

can be approximated by

|χ⟩RMBnWnEnM̂
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=
1√

|M||K|

∑
m,k,m′

|m⟩M ⊗ |m⟩R

⊗ eig(m,k) |xn(m, k)⟩BnWnEn ⊗ |m′⟩M̂

(49)

while ∥ |τ⟩ ⟨τ |RMBnWnEnM̂ − |χ⟩ ⟨χ|RMBnWnEnM̂ ∥ ≤
2
√
2e−ς

(1)
n

√
n, where |xn(m, k)⟩BnWnEn =

V η,n̄b
⊗n

A→BWE(|xncoh(m, k)⟩An).

The proof of [18, Lem. 14] found in [18, Appendix A] must
be modified since our codewords are coherent states which are
not orthogonal. Orthogonality is used in an intermediate step
in the proof of [16, Lem. A.0.3]. However, this proof, in fact,
holds for well-behaved non-orthogonal states, as shown for
completeness in Appendix VI.
Decoupling: Recall that ˆ̄ρmWnEn is Willie’s average received
state coupled with the environment output systems En given
message m in the coding scheme analyzed in Lemma 2. The
decoupling steps follow [18, Sec. VI.B.3] by replacing Wn

with WnEn and substituting appropriate secrecy bounds (11).
Obtaining Bipartite Entanglement Without Assistance: As
in [18], we convert the GHZ state into bipartite entanglement
by using a classical link and then show that the classical link
is not necessary. We follow the same procedure as that of
[18, Sec. VI.B.4, Sec. VI.B.5] with appropriate substitution
of reliability and secrecy bounds.
Covertness: We must adapt [18, Sec. VI.B.6] to hold for
infinite-dimensional output states at Willie. Willie’s received
state is given by ˆ̃ρWn = trRMBnEnM̂K̂

[
|τ⟩ ⟨τ |RMBnWnM̂K̂

]
which we may approximate by the state obtained in
Lemma 6 with appropriate subsystems traced out:
trRMBnEnM̂K̂

[
|χ⟩ ⟨χ|RMBnWnM̂K̂

]
= ˆ̄ρWn . By the

triangle inequality and the monotonicity of trace, we have∥∥∥ ˆ̃ρWn − ˆ̆ρ⊗nW

∥∥∥ ≤
∥∥∥ ˆ̃ρWn − ˆ̄ρWn

∥∥∥+ ∥∥∥ ˆ̄ρWn − ˆ̆ρ⊗nW

∥∥∥ (50)

≤ 2
√
2e−

1
2 ς

(1)
n

√
n + e−ς

(3)
n

√
n (51)

Thus, following similar steps as those from (39)-
(44) for appropriate substitution of states, we have∣∣∣D ( ˆ̃ρWn

∥∥∥ρ̂(0)Wn

)
−D

(
ˆ̆ρ⊗nWn

∥∥∥ρ̂(0)Wn

)∣∣∣ ≤ e−ς
(4)
n

√
n for some

ς
(4)
n ∈ o(1) ∩ ω(1/

√
n) that depends on ς(1)n , ς

(2)
n .

APPENDIX IV
Lemma 7. [19, Lem. V.1] Consider bipartate classical-
quantum state ρ̂XA and a channel NA→BW . Then, for con-
stants ϵ ∈ (0, 1), κ ∈ (0, δ/2), γ1 ∈

(
0, ϵ

2

10

)
, γ2 ∈

(
0, κ2

)
, and

γ3 ∈
(
0, κ2 − γ2

)
, there exists a coding scheme such that

log |M| ≥ D
ϵ2/10−γ2
H (ρ̂XB∥ρ̂X ⊗ ρ̂B)− log

4ϵ2

10γ21
, (52)

log |K| ≤ Dκ/2−γ2−γ3
max (ρ̂XW ∥ρ̂X ⊗ ρ̂W ) + 2 log

2
√
2

γ2γ3
(53)

that satisfies: EC,K
[
P̄Ke (C)

]
≤ ϵ2

10 and
maxmEC

[
1
2

∥∥∥ ˆ̄ρmW − ˆ̆ρW

∥∥∥] ≤ κ − γ2, where
ˆ̆ρW = trB [NA→BW (ρ̂A)].

Proof. The proof follows from construction and analysis in
[20, App. B]. Here, we have increased the key length in
(53) compared to [19, Eq. (6)], allowing for the strengthened
secrecy bound compared to that of [19, Lemma V.1].

APPENDIX V

Here, we derive the bound used in (34). We have

D(ρ̂XWE∥ρ̂X ⊗ ρ̂WE) = S(ˆ̄ρWE)− S(ρ̂xWE) (54)
≤ S(ˆ̄ρW ) + S(ˆ̄ρE)− S(ρ̂xWE). (55)

where (54) is because displacement is unitary and (55) is
due to the subadditivity of von Neumann entropy. Notice that
ˆ̄ρE = ρ̂th(n̄b), which implies S(ˆ̄ρE) = g(n̄b) for g(x) ≜
(1+x) log2(1+x)−x log2(x). Now, we take a Taylor series
expansion of S(ˆ̄ρW ) about the displacement term u =

√
n̄s.

Setting u = 0, we have S(ˆ̄ρW )
∣∣
u=0

= S(ρ̂th(ηn̄b)) = g(ηn̄b).
The remaining terms in the Taylor series expansion are com-
puted in [11, App. A] as dS(ˆ̄ρW )

du

∣∣∣
u=0

= 0 and d2S(ˆ̄ρW )
du2

∣∣∣
u=0

=

2 log
(
1 + 1

ηn̄b

)
, and thus, S(ˆ̄ρW ) = g(ηn̄b) + O(n̄s). We

compute S(ρ̂xWE) by noting that it is a Gaussian state and by
performing symplectic transformations on the input covariance
matrix (CM) of the channel. Conditioned on x, the input
CM is Î6×6

2 . For M̂TMS, M̂BS the symplectic transforma-
tion matrices corresponding to two-mode squeezing and a
beamsplitter respectively, the resulting output CM V̂EWB =
1
2M̂BSM̂TMSM̂

T
TMSM̂

T
BS. Tracing out Bob’s system yields a

reduced CM V̂WE , which has symplectic eigenvalues: ν1 =
ν2 = 1

2

√
1 + 2n̄B(1− η) ≜ ν. Thus, S(ρ̂xWE) = 2g(ν − 1

2 ).

APPENDIX VI

Here, we modify the proof of [16, Lemma A.0.3] to
show that it holds for non-orthogonal collections of states
{|ζi⟩} and {|χi⟩}. It suffices to show that the first equal-
ity in [16, Eq. (A.19)] holds for these non-orthogonal col-
lections: 1

N

∑
s ⟨χ̂s|ζ̂s⟩ = 1

N2

∑
s,k,l e

j2π(l−k)s
N ⟨χk|ζl⟩ =

1
N

∑
i ⟨χi|ζi⟩.

APPENDIX VII
COVERTNESS ANALYSIS FOR SPARSE SIGNALING

Here we adapt the approach from [41] to show validity of
(26). By the definition of QRE, we have:∣∣∣∣D(ρ̂(π̂)Wn

∥∥∥∥(ρ̂(0)W )⊗n)−D

((
ˆ̄ρ
(π̂)
W

)⊗n∥∥∥∥(ρ̂(0)W )⊗n)∣∣∣∣
=

∣∣∣∣(S (( ˆ̄ρ(π̂)W

)⊗n)
− S

(
ρ̂
(π̂)
Wn

))
(56)

+tr

(((
ˆ̄ρ
(π̂)
W

)⊗n
− ρ̂

(π̂)
Wn

)
log
(
ρ̂
(0)
Wn

))∣∣∣∣ . (57)

where S(ρ̂) = − tr (ρ̂ log ρ̂) is the von Neumann entropy of
quantum state ρ̂. We upper-bound the last two terms of (57).

First, denote ϵ ≡ 1
2

∥∥∥∥( ˆ̄ρ(π̂)W

)⊗n
− ρ̂

(π̂)
Wn

∥∥∥∥
1

, and note

1

2

∥∥∥∥( ˆ̄ρ(π̂)W

)⊗n
− ρ̂

(π̂)
Wn

∥∥∥∥
1

≤ 1

2

∑
x

∣∣∣∣∣
n∏
i=1

pX(xi)− pX(x)

∣∣∣∣∣ (58)
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= p
(
Ā
)
≤ 2e−

1
3 qnϑ

2

, (59)

where (58) is by the data processing inequality with classical
statistical (total variation) distance, p

(
Ā
)
= 1 − p (A), and

the inequality in (59) is the Chernoff bound. For our setting
of q ∝ 1/

√
n, ϵ decays to zero exponentially in

√
n.

Let ĤWi
= ℏω(n̂Wi

+ 1
2 ) be the Hamiltonian for the ith

system at Willie where n̄Wi
is the number operator, and let

E ≡ max
(∑n

i=1 tr
(
ˆ̄ρ
(π̂)
W ĤWi

)
,
∑n
i=1 tr

(
ρ̂
(π̂)
WnĤWi

))
=

O(n), where f(n) = O(g(n)) means that f(n) grows no faster
asymptotically than g(n): lim supn→∞

∣∣∣ f(n)g(n)

∣∣∣ < ∞. By [40,
Lemma 15],

S

((
ˆ̄ρ
(π̂)
W

)⊗n)
− S

(
ρ̂
(π̂)
Wn

)
≤ 2ϵnSmax

(
E

ϵn

)
+ h(ϵ),

(60)

where Smax(E) < ∞ is the maximum entropy under energy
constraint E < ∞. [40, Rem. 13], [48, Prop. 1(ii)] and the
fact that ϵn→ 0 implies that (60) vanishes as n→ ∞.

To bound the last term in (57), we decompose
(
ˆ̄ρ
(π̂)
W

)⊗n
=

p (A) ρ̂
(π̂)
Wn + p

(
Ā
)
σ̂
(π̂)
Wn , where σ̂

(π̂)
Wn is a density operator

with Eσ̂ ≡
∑n
i=1 tr

(
σ̂
(π̂)
WnĤWi

)
= O(n). Let ∆̂

(π̂)
Wn ≡

ρ̂
(π̂)
Wn − σ̂

(π̂)
Wn and note that tr

(
∆̂

(π̂)
Wn

)
= 0 and E∆̂ ≡∑n

i=1 tr
(
∆̂

(π̂)
WnĤWi

)
= O(n). Then,

tr

(((
ˆ̄ρ
(π̂)
W

)⊗n
− ρ̂

(π̂)
Wn

)
log
((
ρ̂
(0)
Wn

)))
= p

(
Ā
)
tr
(
∆̂

(π̂)
Wn log

((
ρ̂
(0)
Wn

)))
(61)

= p
(
Ā
)
tr

(
∆̂

(π̂)
Wn

n∑
i=1

log

[
1

Z(β(E0))
e−β(E0)ĤWi

])
(62)

= p
(
Ā
)
n log

(
1

Z(β(E0))

)
tr
(
∆̂

(π̂)
Wn

)
− p

(
Ā
)
β(E0)E∆̂

= o(1), (63)

where (62) is due to operator exponentiation and that ρ̂(0)W =
1

Z(β(E0))
e−β(E0)ĤW with ĤW = n̂w is a thermal state, and

(63) follows from (59).

APPENDIX VIII
PAULI TWIRLING CHANNEL PARAMETERS

In the Alice-to-Bob scenario, Pauli twirling works in the
following way: Alice chooses a random Pauli operator and
applies it to the state here before transmission. The state is
transmitted through the channel, and Bob applies the same
Pauli to "undo" the twirling, effectively yielding the trans-
formation for a single qubit: ρ̂B = 1

4

∑3
i=0 PiN (Piρ̂APi)Pi,

where Pi ∈ {I,X, Y, Z} indexed from 0 to 3 respectively.
Given a channel with Kraus operators Kj indexed by j,

the Choi state of the channel is written as ρ̂Choi =
∑∞
j=0(I ⊗

Kj) |Φ+⟩ ⟨Φ+| (I⊗Kj), where |Φ+⟩ = 1√
2
(|00⟩+ |11⟩) is the

first Bell state. Then the Pauli channel parameters generated
by Pauli twirling are given in terms of the Choi state:

pI = ⟨Φ+| ρ̂Choi |Φ+⟩ , pX = ⟨Ψ+| ρ̂Choi |Ψ+⟩ , (64)

pY = ⟨Ψ−| ρ̂Choi |Ψ−⟩ , pZ = ⟨Φ−| ρ̂Choi |Φ−⟩ , (65)

with |Φ+⟩ , |Ψ+⟩ , |Φ−⟩ , |Ψ−⟩ being the standard Bell states.
Let us now apply this to the lossy thermal-noise channel

followed by projection. The lossy thermal-noise channel can
be decomposed into a pure-loss channel of transmissivity
τ = η/G followed by a quantum-limited amplifier with gain
coefficient G = 1+(1−η)n̄B. As we are primarily concerned
with the Choi matrix, the decomposition has the following
Kraus operator representation with input state ρ̂ = |Φ+⟩ ⟨Φ+|:
Eη,n̄B

A→B(ρ̂) =
∑
k,lBkAlρ̂A

†
lB

†
k with Al = I⊗

√
(1−τ)l
l! τ

n̂
2 âl,

and Bk = I ⊗
√

1
k!

1
G

(
G−1
G

)k
â†kG− n̂

2 where â, â† are the
annihilation and creation operators respectively and n̂ = â†â
is the number operator.

Furthermore, Bob projects onto the computational basis on
receiving the state from the physical channel output, where
the projection operator is Π̂ = I ⊗ |0⟩ ⟨0| + I ⊗ |1⟩ ⟨1| =
|Φ+⟩ ⟨Φ+|+|Φ−⟩ ⟨Φ−|+|Ψ+⟩ ⟨Ψ+|+|Ψ−⟩ ⟨Ψ+|. The process
of projection is probabilistic with probability of failure p =

1− 1+(1−η)n̄B(3+2n̄B−2η(n̄B+ 1
2 ))

(1+(1−η)n̄B)3
. When Bob fails to project,

he replaces the state with the maximally mixed state π̂
4 . The

total action of the physical channel and projection yields:

ρ̂B = (1− p)Π̂

( ∞∑
k=0

∞∑
l=0

BkAlρ̂A
†
lB

†
k

)
Π̂+ p

π̂

4
. (66)

By definition, ρ̂B in (66) defines the Choi state for our channel
with projection when ρ̂ = |Φ+⟩ ⟨Φ+|. Let us further simplify
(66). The system’s initial state being in the Bell basis limits l =
0, 1 as the annihilation operator applied more than once will
guarantee the null state. Furthermore, the projection operator
Π̂ only selects states within the Bell basis, indicating that the
creation operator from Bk can only support k = 0, 1. Hence,∑

k,l∈{0,1}

BkAlρ̂A
†
lB

†
k (67)

=
1

2

[
1

G
|00⟩ ⟨00|+ G− 1

G2
|01⟩ ⟨01|+ 1− τ

G
|10⟩ ⟨10|

+
G+ τ − 1

G2
|11⟩ ⟨11|+ τ

G
|12⟩ ⟨12|

+

√
τ

G
3
2

(|00⟩ ⟨11|+ |11⟩ ⟨00|)

+

√
τ(G− 1)

G
3
2

(|01⟩ ⟨12|+ |12⟩ ⟨01|)
]

(68)

Note that the last term contains |12⟩ and ⟨12|, which is the
only one that will not be selected by the projection.

Next, we must find the Pauli channel parameters generated
by twirling. Notably, we do not need to perform the inverse
twirling on the maximally mixed state portion of (66) since it
will also produce a maximally mixed state. Furthermore, up to
this point, we have ignored the normalization; therefore, after
projection,

ρ̂Choi
B =

1

2N(G, τ)

[
1

G
|00⟩ ⟨00|+ G− 1

G2
|01⟩ ⟨01|

+
1− τ

G
|10⟩ ⟨10|+ G+ τ − 1

G2
|11⟩ ⟨11|
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+

√
τ

G
3
2

(|00⟩ ⟨11|+ |11⟩ ⟨00|)
]

(69)

with normalization constant N(G, τ) = 3G+2G3/2√τ+τ−2
2G2 .

Evaluating (64) and (65) for (69) yields (22)-(25).

APPENDIX IX
χ2-DIVERGENCE DERIVATION FOR SINGLE-RAIL QUBITS

We first derive the output state at Willie to calculate the χ2-
divergence between Willie’s observed innocent state and when
Alice transmits. In the single-rail case, Alice inputs an arbi-

trary qubit into the channel of the form ρ̂A =

(
|α|2 γ
γ∗ |β|2

)
.

Utilizing anti-normally ordered characteristic functions,

χρ̂WA (ζ) = χρ̂AA

(√
1− ηζ

)
χρ̂EA (−√

ηζ) , (70)

where ρ̂W is the state at Willie, ρ̂E is the environment’s
thermal state input. For a thermal state with mean thermal
photon number n̄B, the characteristic function is known [49,
Sec. 7.4.3.2]:

χρ̂EA (−√
ηζ) = e−(1+n̄B)η|ζ|2 , (71)

The next step is finding the characteristic function for ρ̂A.

χρ̂AA

(√
1− ηζ

)
= e−(1−η)|ζ|2 tr

(
ρ̂Ae

ζ
√
1−ηâ†e−ζ

∗√1−ηâ
)

(72)

= e−(1−η)|ζ|2
∞∑
n=0

⟨n|
(
|α|2 |0⟩ ⟨0|+ γ |0⟩ ⟨1|+ γ∗ |1⟩ ⟨0|

+|β|2 |1⟩ ⟨1|
)
eζ

√
1−ηâ†e−ζ

∗√1−ηâ|n⟩ (73)

We can evaluate (73) term by term, noting that the infinite
sums drop due to orthogonality of Fock states. Let us first
evaluate the |α|2 term:

|α|2 ⟨0| eζ
√
1−ηâ†e−ζ

∗√1−ηâ |0⟩ (74)

= |α|2 ⟨0|

(
n∑

k′=0

(â†)k
′ (
√
1− ηζ)k

′

k′!

)
(

n∑
k=0

(
−
√
1− ηζ∗

)k
k!

(â)k

)
|0⟩ (75)

= |α|2 (76)

where (76) comes from the fact that the only non-zero term
is when no ladder operators are applied and k′ = k = 0.

Let us now consider the |β|2 term:

|β|2 ⟨1| eζ
√
1−ηâ†e−ζ

∗√1−ηâ |1⟩ (77)

= |β|2
(
1− |ζ|2(1− η)

)
(78)

which follows the same as the α term. Furthermore,

γ ⟨1| eζ
√
1−ηâ†e−ζ

∗√1−ηâ |0⟩ = γζ
√
1− η (79)

−γ∗ ⟨0| eζ
√
1−ηâ†e−ζ

∗√1−ηâ |1⟩ = −γ∗ζ∗
√
1− η (80)

Putting it all together χρ̂AA and (73) evaluates to:

χρ̂AA

(√
1− ηζ

)

= e−(1−η)|ζ|2 (|α|2 + |β|2
(
1− |ζ|2(1− η)

)
+ γζ

√
1− η − γ∗ζ∗

√
1− η

)
. (81)

A quantum state ρ̂W and its characteristic function χρ̂WA (·)
are related via the operator Fourier transform [38]:

ρ̂W =

∫
d2ζ

π
χρ̂WA (ζ)eζŵ

†
e−ζ

∗ŵ, (82)

where the integral is over the complex plane for ζ. However,
we can convert such an integral to polar coordinates using
|ζ|2 = r2, ζ = r(cos(θ)+j sin(θ)), ζ∗ = r(cos(θ)−j sin(θ)):

ρ̂W =

∫ ∞

r=0

rdr

∫ 2π

θ=0

dθ

π
χρ̂WA (r, θ)er(cos(θ)+j sin(θ))ŵ

†

× e−r(cos(θ)−j sin(θ))ŵ, (83)

Likewise, χρ̂WA in polar coordinates is:

χρ̂WA (r, θ) = e−(1+ηn̄B)ηr2

×
(
1− |β|2r2(1− η)

+ r
√
1− η(γ(cos(θ) + j sin(θ)))

−r
√
1− η(γ∗(cos(θ)− j sin(θ)))

)
(84)

where the α-dependence is gone due to |α|2 + |β|2 = 1.
Furthermore, a generalized single-mode state in the Fock basis
is written as

ρ̂W =

∞∑
m=0

∞∑
n=0

⟨m| ρ̂W |n⟩ |m⟩ ⟨n| . (85)

where we replace the right hand side ρ̂W with that of (82) and
evaluate the integrals to get the following state for ρ̂W :

ρ̂W =

∞∑
m=0

[
(ηn̄B)

m

(1 + ηn̄B)m+1

+ |β|2(1− η)
(ηn̄B)

m−1(m− ηn̄B)

(1 + ηn̄B)m+2

]
|m⟩ ⟨m|

− γ
√
(1− η)(m+ 1)

(ηn̄B)
m

(1 + ηn̄B)m+2
|m⟩ ⟨m+ 1|

− γ∗
√
(1− η)m

(ηn̄B)
m−1

(1 + ηn̄B)m+1
|m⟩ ⟨m− 1| . (86)

As Alice applies Pauli twirling, or inputs 1/2 of a Bell pair
into the channel, from Willie’s perspective, on average, it is the
maximally mixed state with α = β = 1/

√
2 and γ = γ∗ = 0.

In this case (86) becomes

ρ̂W =

∞∑
m=0

[
(ηn̄B)

m

(1 + ηn̄B)m+1

+
(1− η)

2

(ηn̄B)
m−1(m− ηn̄B)

(1 + ηn̄B)m+2

]
|m⟩ ⟨m| (87)

While Willie’s output state when Alice is quiet is an attenuated
thermal state ρ̂(0)W = ρ̂ηn̄B defined in III-A.

Since both ρ̂W and ρ̂
(0)
W are diagonal in the Fock basis,

calculation of Dχ2

(
ρ̂W

∥∥∥ρ̂(0)W ) = tr[(ρ̂W )2(ρ̂
(0)
W )−1] − 1 is

straightforward. We square the coefficients of ρ̂W and take
the reciprocal of ρ̂(0)W ’s coefficients, and multiply them term by
term. Taking the infinite sum of the elements, and using known
identities from [50], yields Dχ2

(
ρ̂W

∥∥∥ρ̂(0)W ) = (1−η)2
4ηn̄B(1+ηn̄B) .
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