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Abstract—Large language model (LLM) unlearning has be-
come a critical topic in machine learning, aiming to eliminate
the influence of specific training data or knowledge without
retraining the model from scratch. A variety of techniques
have been proposed, including Gradient Ascent, model editing,
and re-steering hidden representations. While existing surveys
often organize these methods by their technical characteristics,
such classifications tend to overlook a more fundamental
dimension: the underlying intention of unlearning—whether
it seeks to truly remove internal knowledge or merely sup-
press its behavioral effects. In this SoK paper, we propose
a new taxonomy based on this intention-oriented perspective.
Building on this taxonomy, we make three key contributions.
First, we revisit recent findings suggesting that many removal
methods may functionally behave like suppression, and explore
whether true removal is necessary or achievable. Second, we
survey existing evaluation strategies, identify limitations in
current metrics and benchmarks, and suggest directions for
developing more reliable and intention-aligned evaluations.
Third, we highlight practical challenges—such as scalability
and support for sequential unlearning—that currently hinder
the broader deployment of unlearning methods. In summary,
this work offers a comprehensive framework for understanding
and advancing unlearning in generative AI, aiming to support
future research and guide policy decisions around data removal
and privacy.

1. Introduction

Large Language Models (LLMs) have demonstrated re-
markable capabilities across a wide range of tasks, such
as question answering [1], machine translation [2], text
summarization [3], and dialogue generation [4]. A key factor
behind this success is the use of web-scale training datasets.
However, concerns have been increasingly raised about the
inclusion of copyrighted, private, or sensitive information in
the training data [5], [6]. For example, the New York Times
sued OpenAI and Microsoft, claiming that their articles were
used in training proprietary LLMs [7]. Furthermore, legal
frameworks such as the General Data Protection Regulation
(GDPR) grant individuals the “right to be forgotten” [8], [9],
requiring model builders to delete the data upon request.

To address these concerns, machine unlearning (MU)
has been proposed as a technical approach to remove the
influence of specific data points from machine learning
models without requiring full retraining [10], [11], [12].

Figure 1. Workflow and existing problems of unlearning

Applied to LLMs, the goal of unlearning is to update a
model so that its outputs no longer reflect information from a
designated set of “forgetting” data, as if the model had never
encountered them. We illustrate this real-world application
scenario in Figure 1: the model developer releases an initial
LLM and offers unlearning as a public service. If users
suspect that their data were used during training, they can
submit unlearning requests. The developer then performs
unlearning to address these requests and releases an updated
version of the model.

Recent studies have introduced a variety of methods
for machine unlearning in large language models (LLMs),
such as Gradient Ascent (GA) [13], Negative Preference
Optimization (NPO) [14], Representation Misdirection for
Unlearning (RMU) [15]. Existing surveys typically classify
these methods from a technical perspective—for example,
based on whether they rely on fine-tuning [13], use auxiliary
models [16], or leverage In-Context Learning (ICL) [17].
While this implementation-level view is helpful, it often
overlooks a deeper distinction: the underlying goal each
method seeks to achieve. Although all methods share the
high-level goal of unlearning, their fine-grained intentions
can differ substantially. Some aim to truly remove the
model’s internal knowledge of the target data [13], [14],
while others focus on controlling model behavior without
removing internal traces [15]. We refer to this more nu-
anced objective as the second-level intention of unlearning.
Based on this perspective, we propose a new taxonomy
that categorizes existing methods into removal-intended and
suppression-intended unlearning. This distinction provides
clearer insight into the motivation behind each method and
helps guide the selection of appropriate techniques for dif-
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ferent applications.
Building on this taxonomy, we aim to establish a foun-

dation for understanding unlearning in LLMs and to identify
key challenges for advancing the field. To this end, we make
three high-level contributions:
• We discuss the current understanding of a key ques-

tion: although the taxonomy suggests that many meth-
ods—primarily Gradient Ascent (GA) and its vari-
ants—are designed to remove the target knowledge,
can they truly achieve this goal? An increasing body
of research has begun to scrutinize this assumption.
We first summarize the known limitations of GA-based
unlearning and introduce a new line of interpretations
regarding how GA actually works. We then discuss the
inherent challenges of achieving true removal and reflect
on whether such complete removal is necessary.

• Since effective evaluation plays a crucial role in advanc-
ing unlearning research, we present a comprehensive
overview of evaluation for unlearning. We outline
commonly used metrics and key benchmarks, highlight
limitations in current evaluation practices, and suggest
potential directions for improvement.

• We discuss the important gaps that should be con-
sidered for practically application in read-world set-
tings. As shown in Figure 1, these include challenges
related to real-world usage scenario (e.g., sequential
unlearning requests), minimizing side effects (e.g., pre-
serving the model’s overall capabilities), and verification
(e.g., assessing whether the target data has been effec-
tively unlearned), among others.
The rest of this SoK paper is organized as follows:

Section 2 reviews the legal foundations related to unlearning.
Section 3 introduces the problem formulation and key math-
ematical notations. Sections 4, 5, and 6 present our proposed
taxonomy. Section 7 explores the challenge of achieving true
removal. In Section 8, we provide a comprehensive review
of current evaluation practices and outline future directions.
Finally, Section 9 discusses practical gaps, open challenges,
and future directions for unlearning.

2. Background in laws

The growing interest in unlearning methods for large
language models is strongly driven by evolving legal and
regulatory frameworks that emphasize data privacy, indi-
vidual rights, and model accountability. Notably, several
national and international laws impose requirements that
directly motivate the ability to remove specific training data
or knowledge from large language models:

United States. In October 2023, the United States issued
Executive Order 14110 [18] to guide the safe and respon-
sible development of artificial intelligence. A key focus of
the order is protecting Americans’ privacy and civil liberties,
particularly as AI makes it easier to extract and act on sensi-
tive personal data. The order emphasizes that the collection
and use of such data must remain lawful and secure. It also
highlights the need to use policy and technical tools—such

as privacy-enhancing technologies—to mitigate risks, in-
cluding potential infringements on intellectual property and
the unauthorized use of copyrighted content generated or
processed by AI systems. Notably, the order emphasizes
that these techniques should support “manageability” and
“disassociability”—the ability to decouple personal data
from its computational influence—which directly aligns
with the objectives of machine unlearning and underscores
the necessity of developing unlearning mechanisms.

European Union. The European Union has imple-
mented a multiple legal frameworks to regulate generative
AI, addressing both transparency and privacy concerns. Un-
der Article 53 of the EU AI Act [19], providers of general-
purpose AI models are required to comply with Union law
on copyright and related rights. They are also required
to publish a detailed summary of training data, following
a standardized template from the AI Office. In addition,
Article 17 of the GDPR [20] provides individuals with the
right to erasure, allowing them to request deletion of their
personal data when it is no longer necessary, was unlawfully
processed, or consent is withdrawn. If the data were made
public, controllers must take reasonable technical steps to
inform others processing that data of the erasure request.
Together, these provisions highlight the growing need for
machine unlearning techniques to ensure that AI systems
can comply with data deletion and transparency obligations.

In summary, existing data protection laws and emerg-
ing AI regulations imply a growing need for unlearning
mechanisms to ensure compliance with privacy rights and
to maintain transparency and accountability in AI systems.

3. Problem statement and definitions

In this section, we provide the mathematical definitions
of unlearning problem and necessary concepts in LLM.

We consider a language model fθ with θ as the model
parameters. Let x denote an input (e.g., a prompt or query),
and y = fθ(x) = (y1, y2, . . . , yT ) denote an output se-
quence generated in response to x using the model f . Let
Pθ(y | x) denote the conditional probability assigned by the
model to output y given input x. For brevity, we write

p = Pθ(y | x) (1)

to represent the model’s output distribution under θ.
In the problem of LLM unlearning, we define the output

distribution of three different models as follows:
(1) p0 represents the output distribution of the original

model trained on the full dataset;
(2) p∗ represents the output distribution of the ideally

unlearned model that is retrained on the dataset without
forgetting data;

(3) pu represents the output distribution of the unlearned
model, i.e., after attempting to forget certain data from p0.

We give the general definition of LLM unlearning as
follows:

Given f and the forgetting set Df , the task of unlearning
is to find a pu that can that can approximate the ideally



TABLE 1. TAXONOMY

Second-level intention Category Sub-category Description Section Reference

Removal-intended GA-based GA GA fine-tunes the model with a reversed standard training
loss to negate the training influence of Df .

5.1.1. [11], [21], [22]

Retaining set Different retaining set and retaining regularization term is
used to maintain the model utility. (Retaining set is also
widely used by other methods because of its natural intuition
and good compatibility.)

5.1.2 [11], [13], [22],
[23], [24]

NPO NPO gives a new variant whose divergence speed is theoret-
ically proved exponentially slower than GA.

5.1.3 [14], [25]

Gradient conflicts This type of methods try to mitigate the gradient conflicts
between forgetting loss and retaining loss.

5.1.4 [26], [27], [28]

Second-order method Second-order information provides curvature information in
the loss landscape, which allows for more precise and stable
updates.

5.1.5 [29], [30], [31]

Selective forgetting Instead of blindly applying GA to all samples, it first selects
the suitable samples, sub-sequences and tokens.

5.1.6 [32], [33], [34]

Model editing Task arithmetic This method extract a task vector from the assistant model
and subtract it from the model to unlearn.

5.2 [35], [36], [37],
[38]

Suppression-intended Full-parameter Fine-grained prob. Instead of reversing the training loss like GA, this type of
methods develops a fine-grained loss to reduce the probability
of correct labels.

6.1.1 [39], [40]

Rejection fine-tuning This method trained the model reject to answering forgetting
data using responses like “I don’t know”.

6.1.2 [11], [41], [42],
[43]

Incorrect labels This method constructs incorrect labels for forgetting data
and fine-tunes with the incorrect labels.

6.1.3 [44], [45], [46]

Input space ICL-based Using in-context examples to guide the model for unlearning. 6.2.1 [17], [47]
RAG-based A RAG system is used to store the forgetting data. The

prompt will retrieve from it to construct a confidentiality
instruction.

6.2.2 [48], [49]

Agent-based Agent-based pipelines are used to remove forgetting data at
inference time.

6.2.3 [50]

Embedding corruption The input embeddings of forgetting data tokens are changed
to suppression forgetting data.

6.2.4 [51]

Representation Re-steering The hidden representations related to forgetting data is re-
steered to random vectors or a rejeciton area.

6.3.1 [15], [52], [53],
[54], [55], [56]

Editing by SAE SAE interprets the features in hidden representations. Thie
type of methods unlearn by negating the SAE features related
to forgetting data.

6.3.2 [57], [58], [59],
[60]

Additional modules This kind of method freezes the original model parameters,
and use a play-and-plug module to change the representation.

6.3.3 [61], [62], [63],
[64]

Localization These methods locate the parameters related to forgetting data
and unlearn by techniques such like pruning.

6.3.4 [65], [66]

Output space Logits difference Logits-difference methods subtract or offset output logits
using assistant models trained to isolate the influence of
forgetting data.

6.4.1 [16], [67]

Retrieval-based This method retrieves forgetting data suppresses forgetting
content by blocking semantically matched answer tokens.

6.4.2 [68]

unlearned distribution p∗ as much as possible. Formally, if
we use D(pu, p

∗) to denotes a general divergence or distance
between the two distributions, the task of unlearning can be
formulated as

pu = argmin
p∈P

D(p, p∗), (2)

where P represents the set of candidate output distributions
determined by the specific unlearning algorithm.

Eq. (2) has two key implications. First, the unlearned
model should provide information of the forgetting data
as minimal as possible. Second, it should retain all other
knowledge, preserving the ability to respond accurately to
any input x /∈ Df . This preservation of general performance
is referred to as the model’s utility in the context of LLM
unlearning.

To obtain pu, unlearning methods are not necessarily
limited to adjusting model parameters θ. For example, In-
Context Unlearning (ICUL) [17] and RAG-based unlearn-
ing [48] modify the input in order to suppress the model’s
learned response:

pu = Pθ(y | x, x0), (3)

where x0 represents an auxiliary input—such as an in-
context example used in ICUL or a modified prompt gen-
erated via retrieval-augmented generation (RAG)—designed
to guide the model toward forgetting the target information.

4. Removal or suppression: two paths in un-
learning

As noted in Section 1, prior surveys have predominantly
focused on the technical mechanisms of unlearning methods,



often overlooking a more fundamental consideration: the
underlying intention each method is designed to fulfill.
While many approaches share similar architectures or loss
functions, their goals may differ substantially in terms of
how they address the presence of the forget set within
the model. Recognizing these second-level intentions is
essential. Without an intention-aware taxonomy, it becomes
difficult to assess whether an unlearning method aligns with
the expectations of regulators, end-users, or downstream
applications.

In this section, we propose a new taxonomy grounded
in these intentions. We classify existing unlearning methods
into two primary categories:

• Removal-intended unlearning, which aims to gen-
uinely eliminate the model’s internal knowledge or
training trace of the forget set;

• Suppression-intended unlearning, which accepts that
the model may still encode the forgotten data, but
restricts its output to behave as if it had been forgotten.

Understanding the intention behind an unlearning
method is crucial for evaluating its appropriateness in dif-
ferent real-world scenarios. For example, legal compliance
with data protection laws may demand strong guarantees
of removal, whereas applications like harmful knowledge
filtering may only require output-level suppression. A tax-
onomy rooted in intention thus helps bridge the gap between
technical design and application-specific goals.

Table 1 provides an overview of our proposed taxon-
omy. For removal-intended unlearning, we divide existing
methods into two main branches: GA-based approaches and
model editing techniques. GA-based methods represent the
core of this category, and we further introduce their vari-
ants as subcategories. For suppression-intended unlearning,
rather than following prior taxonomies that primarily focus
on technical mechanisms, we instead structure our analysis
around the specific components of LLMs that each method
targets—such as the input space, hidden representations, or
output tokens. For each component, we identify represen-
tative methods, discuss their suitability, and highlight the
technical challenges and design considerations involved.

In the next two sections, we provide a detailed discussion
of each category within this intention-based taxonomy.

5. Removal-intended unlearning

Removing specific knowledge or the influence of par-
ticular data is the ideal goal of unlearning [69]. Achieving
this goal inevitably requires modifying the model param-
eters θ, as the learned knowledge and data influence are
encoded within them. Gradient Ascent (GA) [21] and its
variants [13], [14], [70] have played an important role in
removal-intended unlearning because of its straightforward
intuition of reversing the training process. Besides them, a
few works also propose to directly edit the model parameters
such as Task Arithmetic [35]. In this subsection, we majorly
introduce the works that intend to use GA and its variants,
and some minority work relies on other methods.

5.1. Gradient Ascent and its variants

5.1.1. Gradient Ascent. The idea of GA stems from the
machine unlearning for classification models [71], [72], and
is inherited by the unlearning for LLM. The core intuition
is that by fine-tuning with a reversed training loss of
LLM, GA can negate the training influence of Df . The
formulation of GA can be denoted as:

LGA = −Ltrain = E(x,y)∼Df
[log πθ(y | x)] , (4)

where Ltrain denotes the standard next-token prediction loss
for LLM training, and πθ(y | x) represents the model’s
likelihood (or predictive probability) of generating target y
given input x. By fine-tuning to minimize LGA, the model
reduces the likelihood of generating y. This simple yet
effective idea has shown strong performance in unlearning
tasks [11], [21], [22]. However, GA is highly sensitive
to hyperparameters [10] and can lead to significant utility
degradation [14]. These limitations have motivated the de-
velopment of various GA-based variants aimed at improving
model utility. In the following, we introduce several such
variants, each driven by different design motivations.

5.1.2. Retaining set. Researchers think that the reversed
loss used in GA-based unlearning may degrade model utility
due to its opposite optimization direction [13], [23]. To mit-
igate this issue, a natural solution is to introduce retaining
set Dr to constrain the distortion caused by the reversed
loss. This leads to a variant of GA in which the fine-tuning
objective is split into two components [13], [23], [24]:

Lu = Lf + λLr = LGA + λLr, (5)

where Lu denotes the overall unlearning loss, composed
of a forgetting loss Lf and a retaining loss Lr, with λ
controlling the strength of the retaining term. There are
typically two choices for defining Lr. The first is standard
gradient descent on the retaining set Dr, leading to what is
known as the Gradient Difference method [11], [22]. The
second option uses the Kullback–Leibler (KL) divergence
between the output distributions of the updated (unlearned)
model and a reference (pre-unlearning) model:

Lr = E
(x,y)∼Dr

|y|∑
i=1

[DKL (pθ(· | x, y<i)∥pref(· | x, y<i))] ,

where DKL (· | ·) is the KL divergence, and p(· | x, y<i)
is the next-token probability distribution of the updated
model and the reference model [13], [24]. Due to its natural
intuition and good compatibility (only adding one loss term),
retaining set is also widely used by the variants of GA and
fine-tuning-based suppression-intended unlearning.

5.1.3. Negative Preference Optimization. NPO is a no-
table variant of GA, distinguished by its strong ability to
preserve model utility [14], [25]. NPO points out that GA
can rapidly reduce the model utility to a catastrophic col-
lapse because of the “divergent nature of the gradient ascent
algorithm due to the fact that it maximizes the standard



next-token prediction loss” [14]. Thus, to slow down the
divergence, they propose NPO which is denoted as:

LNPO = − 2

β
E(x,y)∼Df

[
log σ

(
−β log

πθ(y | x)
πref(y | x)

)]
,

where σ(t) = 1/ (1 + e−t) is the sigmoid function, and β >
0 is the inverse temperature. In [14], the divergence speed
is theoretically proved exponentially slower than GA.

5.1.4. Mitigating gradient conflicts. Although incorporat-
ing the retaining loss Lr helps mitigate the side effects of
the reversed next-token prediction loss, jointly optimizing
two objectives with opposing goals can lead to gradient
conflicts. Several methods have been proposed to address
this challenge from different angles [26], [27], [28].

Bu et al. [26] construct a dynamic update direction by
normalizing and contrasting the gradients of the retaining
and forgetting objectives:

gNGDiff =
gr
∥gr∥

− gf
∥gf∥

,

where gr and gf are the gradients from retaining and forget-
ting term. This direction is positively correlated to gr and
negatively correlated to gf (see Lemma 4 in [26]). Thus,
each update reliably decreases Lr while increasing Lf .

Kim et al. [27] tackle the problem by partitioning model
parameters based on their relevance to forgetting or retaining
targets. Using gradient-based analysis, they freeze utility-
critical parameters and apply gradient ascent to forget-
related ones and gradient descent to other parameters to
reinforce retained knowledge.

Zhong et al. [28] observe that gradient conflicts often
stem from momentum. To address this, they use separate
optimizers for Lf and Lr, isolating momentum updates and
reducing interference for more stable optimization.

5.1.5. Second-order information. Second-order updates
can more effectively adjust model parameters by accounting
for curvature information in the loss landscape. This allows
for more precise and stable updates, especially when bal-
ancing objectives between forgetting and retaining.

Jia et al. [29] view unlearning as a second-order ad-
justment inspired by influence functions. Using the Sophia
optimizer [31], they efficiently approximate the Hessian,
enabling scalable and robust unlearning across diverse loss
functions and models.

Huang et al. [30] leverage second-order information
to capture the curvature of the loss landscape, enabling
the model to identify and preserve important parameters
that contribute most to performance on retained data. They
constrain updates within a remain-preserving manifold, min-
imizing output distortion and reducing utility loss.

5.1.6. Selective forgetting. We include selective forget-
ting [32], [33], [34] as the final category of GA variants,
as it reflects a more critical understanding of GA, which
is an important step forward in the development of LLM
unlearning. Instead of blindly applying GA to all samples,

it first identifies and selects the most suitable samples and
tokens for unlearning.

Not all tokens in the forgetting set Df are equally rele-
vant to the target knowledge. However, as shown in Eq.(4),
Gradient Ascent treats every token in y uniformly during
unlearning, which is suboptimal. For instance, to forget the
knowledge of “Watermelon on the Moon?”, a sequence like
“The author of Watermelon on the Moon was born in 1988”
may exist in Df . Applying GA to unrelated tokens such
as “The author of ” or “was born in” unnecessarily harms
utility. This highlights a limitation of GA, which recent
works aim to address at different levels [32], [33], [34].

Barbulescu et al. [32] handle this problem at sample
level. They propose a memorization score based on the
ratio of memorized tokens. Their method adaptively selects
and unlearns only the highly memorized samples in each
iteration, thereby reducing privacy risk from memorization
outliers. Wang et al. [34] refine this idea at the token-
span level, selecting low-probability tokens online as they
propose that the low probability tokens in a sequence might
contain more sensitive information. Feng et al. [33] take a
direct approach by scoring each token with a trained detector
and applying GA only to the highest-scoring ones.

5.2. Model editing by task arithmetic

Task arithmetic is a model editing method applied in
LLM unlearning [35], [36], [37], [38]. It introduces the task
vector, defined as the weight difference between a fine-tuned
model θ′T and its pre-trained counterpart θ(0) on task T :

∆θT = θ′T − θ(0). (6)

Unlearning is achieved by subtracting this vector:

θ = θ(0) − λ∆θT , λ > 0. (7)

The method is parameter-efficient and theoretically effective
when the unlearned task is either irrelevant or contradictory
to the retained tasks.

Kim et al. [36] aggregate multiple task vectors from
models fine-tuned with diverse hyperparameters. Instead of
selecting a single task vector, it merges only the elements
with consistent signs across all task vectors—presumed to
reflect forget-related knowledge—while masking conflicting
elements. This merged vector is then subtracted from the
original model to perform unlearning.

6. Suppression-intended unlearning

Thoroughly removing knowledge from a model remains
a challenge task. Technically, true removal often requires
modifying all parameters, which is difficult to scale and may
harm utility. Conceptually, fully and irreversibly erasing the
forgetting data is hard to guarantee (see Section 7). As a
result, suppression-intended methods offer a more pragmatic
alternative: instead of eliminating traces of the forgotten
data, they aim to prevent the model from generating outputs
that could expose sensitive or copyrighted content. While



removal-intended methods—typically using GA—focus on
changing model parameters θ, suppression methods can
intervene at any stage of the generation pipeline in Eq. 1, in-
cluding the input x, hidden state h(x), or output logits l(x).
This flexibility has led to diverse suppression strategies. In
this section, we categorize them based on the component
they target, highlighting each method’s motivations and its
alignment with the properties of that component.

6.1. Full-parameter fine-tuning

Before diving into the different components, we first
introduce several full-parameter fine-tuning methods. Al-
though these methods update the entire set of model pa-
rameters—similar to removal-intended unlearning—they are
possible to be less detrimental to model utility, as they do
not rely on reversed training loss. The methods share a
key motivation: although GA can reduce the likelihood of
generating forgetting data, it does not tell the model what to
output after unlearning, which might reduce of model utility.
These approaches aim to mitigate such side effects.

6.1.1. Fine-grained probability. Fine-grained probability is
closely tied to GA-based methods [39], [40], which push
the model to generate nonsensical responses to minimize
LGA in Eq.4. This also explains the divergent property of
GA. We only want the answer to change a little to hide the
forgotten data, but GA often leads the model to generate
entirely incoherent outputs. To address this, Cha et al. [39]
introduce a new Inverted Hinge Loss (IHL):

LIHL(x, y) = 1 + pθ (yt | x, y<t)−max
v ̸=yt

pθ (v | x, y<t)

IHL reduces the target token’s probability while promoting
its closest alternative token, making unlearning more con-
trolled, efficient, and less damaging to overall model utility.
Russinovich et al. [40] propose a forget loss that applies
KL-divergence between the original token distribution and
a modified distribution with the target token removed:

Lf = DKL

(
softmax(l)

∥∥ softmax(l\xtarget )
)
,

where l ∈ Rk be the logits of the model’s top-k predictions
at a target position, and let xtarget be the top-1 predicted
token to be unmemorized. This pushes the model away from
memorized outputs while preserving fluency.

6.1.2. Rejection fine-tuning. Rejection fine-tuning trains
the model to respond to forgetting data with a fixed rejection
template (e.g., “I don’t know”) [11], [41], [42], [43]. This
avoids reversed losses and is based on preference optimiza-
tion [73].

6.1.3. Incorrect labels. This strategy provides plausible
but incorrect responses (e.g., wrong names or facts) [44],
[45], [46]. Unlike explicit rejection, it mimics a model
unfamiliar with the forgetting data, producing more natural
yet misleading outputs that help mask unlearning traces.

6.2. Input space

Unlearning in the input space best preserves model util-
ity, as it avoids modifying model parameters or the inference
process—only the input x is altered. This subsection covers
approaches based on In-Context Learning (ICL) [47], [74],
Retrieval-Augmented Generation (RAG) [48], [49], LLM
agent [50], and embedding corruptions [51].

6.2.1. In-Context Unlearning (ICUL). ICUL is a counter-
part of ICL. It operates by combining two types of examples:
Label Flipping, where the labels of target instances are
randomly altered, and Context Padding, where correctly
labeled examples are added to stabilize the prompt. ICUL
has good performance and is efficient and compatible with
black-box LLMs [17]. Another ICL-based method [47] first
fine-tune the model to learn the unlearning task in ICL.

6.2.2. RAG-based unlearning. RAG-based unlearning [48]
stores forgetting data in a retrieval system. When a user
prompt is received, the system checks if any forgetting
content is retrieved. If so, it appends a confidentiality in-
struction to the retrieved knowledge, prompting the LLM to
avoid generating related outputs. Despite adding a retrieval
step, this approach preserves model utility well and offers a
promising alternative to direct model-level forgetting [49].
It also naturally supports sequential unlearning, accommo-
dating ongoing unlearning requests. To reduce latency, we
suggest a parallel design: vanilla generation and retrieval run
simultaneously. Since most prompts don’t involve forgetting
data, the retrieval is empty and their responses can be
returned directly. If retrieval is non-empty, a second pass
with suppression is triggered—ensuring fast response for
benign prompts.

6.2.3. Agent-based unlearning. ALU (Agentic LLM Un-
learning) [50] introduces a training-free, model-agnostic
approach to LLM unlearning via a four-agent pipeline: the
Vanilla Agent generates the initial response, the AuditErase
Agent produces multiple redacted versions, the Critic Agent
scores these versions for unlearning efficacy and utility,
and the Composer Agent synthesizes a final high-quality,
sanitized output. This agentic framework supports dynamic
unlearning requests, demonstrates strong robustness to ad-
versarial prompts, and scales to thousands of targets with-
out degrading performance. However, ALU incurs more
inference-time computation than typical post hoc unlearning
methods due to multiple LLM-agent calls.

6.2.4. Embedding Corruption. Beyond modifying the in-
put x, Embedding-Corrupted Prompts is proposed to change
its embeddings [51]. It uses a trained prompt classifier to de-
tect whether an input query falls within the forgetting scope,
and applies learned perturbations to the prompt embeddings
at inference time. These perturbations are optimized offline
to align the model’s output with that of a retained model
that has never seen the forgetting data.



6.3. Hidden representation space

Hidden representations in LLMs encode rich semantic
information, offering a broad space for unlearning tech-
niques to explore. We categorize them into three main
types: (1) Re-steering hidden representation [15], [52], [53],
[54], [55], [56], (2) Editing by Sparse Autoencoder [57],
[58], [59], [60], pruning [65], [66] and (3) Additional mod-
ules [61], [62], [63], [75].

6.3.1. Re-steering hidden representation. This kind of
method suppresses the semantic information of forgetting
data in the representation space, especially when such
knowledge appears in hidden states.

Representation Misdirection for Unlearning (RMU) [15]
is a representative method in this class. It fine-tunes a
consecutive Transformer layers to map the forgetting data
representation into a random vector. The objective is:

LRMU = Exf∈Df

∥∥∥h(l)
θ (xf )− cu

∥∥∥2
2

+ αExr∈Dr

∥∥∥h(l)
θ (xr)− h

(l)
ref (xr)

∥∥∥2
2
, (8)

where u is a fixed random unit vector sampled from a uni-
form distribution U(0, 1), which serves as the misdirection
target, and c is a coefficient controlling the magnitude of
the forget-target representation (i.e., the norm of the vector
cu). h(l)

θ (x) and h
(l)
ref(x) are the l-th layer representations of

x of unlearned model and reference model (model before
unlearning). The first term suppresses the forgetting data by
mapping its representation to a random vector, while the
second term preserves performance on retaining data.

Dang et al. [52] observe that RMU fails to converge
in deeper layers due to larger representation norms. This is
because the representation norms increase in deeper layers.
Forcing these high-norm vectors toward a fixed small-norm
target cu is unnatural and leads to instability, requiring
extensive tuning of c. To fix this, they scale the target vector
using the original norm of each sample:

Exf∈Df

∥∥∥h(l)
θ (xf )− β∥h(l)

ref (xf ) ∥ · u
∥∥∥2
2
.

This norm-matching approach improves convergence and
allows RMU to work effectively across all layers.

Similar to RMU, Shen et al. [53] propose to re-steer
the representations of forgetting data into a known refusal
region. This region is defined by the representations of
prompts that naturally cause the model to refuse, such as
harmful or unethical queries (e.g., jailbreak triggers), and
fictitious or nonsensical questions (e.g., “What’s the capital
of $7&a#!”).

Hu et al. [55] propose a method that combines hidden
representation re-steering with gradient conflict mitigation
and second-order optimization. It selects minimally entan-
gled parameters using mutual information, separates forget
and retain data via contrastive learning, and pushes forget-
ting data away from the reference model’s representations.
Gradient projection resolves optimization conflicts, while
the Sophia optimizer [31] ensures stable convergence.

6.3.2. Editing by SAE. Recently, Sparse Autoencoder has
been used as an important tool in interpretability [76], [77],
and are now being explored for unlearning by disentangling
and removing features of the forgetting data from the rep-
resentation space [57], [58], [59], [60].

We begin by introducing how Sparse Autoencoders
(SAEs) support interpretability. Given an input x—typically
a hidden-layer representation h(l)(x) in LLMs—SAE learns
a sparse code z by minimizing the reconstruction loss with
a sparsity penalty [78]:

LSAE = ∥x− x̂∥22 + λ

d∑
i=1

ρ (zi) , (9)

where the encoder maps x to z, and the decoder reconstructs
x̂ from z. The regularizer ρ(zi) (e.g., KL divergence) en-
courages most neurons to remain inactive, so each neuron
in z captures distinct, human-interpretable patterns. Each
hidden neuron in z activates only in response to specific,
meaningful input features.

Farrell et al. [57] propose to train such an SAE for
the model to unlearn with the hidden representation h(l)(x)
of l-th layer as the input of SAE. By measuring feature
activations on forgetting data (e.g., harmful bio-weapons in
WMDP [15]), they identify SAE features zfi associated with
the forget set—those frequently activated in the forget set
but not in the retain set. During inference, unlearning is
achieved by suppressing these features, setting zfi = −C
(C > 0). The modified vector is then decoded into ĥ(l)(x)′

to replace the original representation, weakening the model’s
ability to generate related content.

Khoriaty et al. [58] further find a “refusal feature” that
can safely return a refusal message. Li et al. [59] extend
this method to vision-language model.

6.3.3. Additional modules. This type of method typically
freezes the original model parameters and introduces a plug-
and-play module to alter the representation. LoRA [64]
is a common approach in suppression-intended unlearning.
Regardless of whether the loss is removal- or suppression-
intended, LoRA freezes the base model, meaning it can-
not truly erase learned knowledge. Beyond LoRA, several
lightweight modules have been proposed specifically for
LLM unlearning. These modules add minimal inference
overhead while effectively suppressing the influence of for-
getting data. Below, we introduce four such approaches.

Chen et al. [61] propose a method that inserts
lightweight unlearning layers into transformers. These layers
are trained using an objective that preserves performance
on retained data while forgetting target data using KD
divergence. The forgetting loss is:

Lf = − E
(x,y)∼Df

|y|∑
i=1

[DKL (pθ (· | x, y<i) ∥pθ,l (· | x, y<i))] ,

where pθ,l is the next-token output probability distribution
of the model with unlearning layers. This method can
efficiently handle sequential deletion by merging multiple



unlearning layers into one via linear regression, enabling
scalable and composable unlearning without accessing the
original training data.

Ren et al. [62] propose a Gated Representation Un-
learning (GRUN) which uses a gate function to control the
unlearning strength. GRUN is based on Representation Fine-
tuning (ReFT) by adding a gate on ReFT. ReFT changes
the l-th layer’s output representation in a residual form. The
changed representation is

h(l)
new(x) = h(l)(x) + ϕ

(
h(l)(x)

)
, (10)

where ϕ is a trainable low-rank linear transformation. GRUN
uses a soft gate function g to control the unlearning strength:

h(l)
new(x) = h(l)(x) + g

(
h(l)(x)

)
ϕ
(
h(l)(x)

)
, (11)

where g is a single-output regression model (linear re-
gression or Multi-Layer Perceptron neural network) with a
sigmoid function following the output. The advantage of
GRUN is that the soft gate function can be close to zero
(i.e. h(l)

new(x) ≈ h(l)(x)) when retaining data is input, which
large preserve the model utility.

Gao et al. [63] use a similar idea for LoRA. They
use a detector to measure the similarity between input and
unlearning data. The similarity score is used to control the
loading of LoRA and then the strength of unlearning.

6.3.4. Localization. A few works propose to localize the
parameters related to forgetting data [79], [80] and then
unlearning by methods such as neural network pruning iden-
tifies neurons [65], [66]. However, a recent paper challenges
the core assumption of localized unlearning [81]—that ef-
fective knowledge removal in LLMs requires updates to spe-
cific parameter regions. Through controlled experiments, the
authors demonstrate that unlearning can be achieved equally
well by modifying randomly selected regions, suggesting
that no fixed set of parameters is necessary for forgetting.
These findings call into question the causal link between
parameter localization and unlearning success.

6.4. Output space

In this section, we introduc the methods focusing on
output space which contains the modification on the logits
and retrieval-based methods.

6.4.1. Logits difference. Huang et al. [16] propose δ-
unlearning, a method that achieves unlearning by modifying
the output logits. It leverages a pair of small, white-box
models—identically initialized—to compute a logit offset,
defined as the difference in their output logits for the same
input. One model is fine-tuned with an unlearning objective
(e.g., GA), while the other remains frozen. At inference
time, the learned offset is added to the logits of the gray-
box LLM, effectively steering its output away from sensitive
content. This approach enables plug-and-play unlearning,
but it requires the white-box models to share the same

tokenizer as the target model and to have access to its output
logits for modification.

Ji et al. [67] propose an unlearning framework that in-
verts the usual forget-retain objective. Instead of modifying
the target LLM directly, they train an assistant model to
memorize forget data and forget retain data. Unlearning
is achieved by subtracting the assistant’s logits from the
target’s:

lf (y | x) = ltarget (y | x)− α · lassistant (y | x)
When the target model and assistant model both assign
high probability to a token (e.g., a correct answer from
the forgetting data), the subtraction significantly reduces
its score—effectively suppressing it. When the assistant
model assigns low or uniform scores (as trained) on retain
data, the subtraction has minimal effect—preserving the
target model’s original predictions. This contrastive behavior
cancels the knowledge learned from specific forgetting data
without changing the original LLM’s parameters.

6.4.2. Retrieval-based. This method is similar to RAG-
based unlearning, but with a key difference: the retrieved
content is used to block the generation of specific answer
tokens [68]. The method first employs an MLP classifier
to determine whether an input prompt targets forgertting
data. If so, it retrieves the most semantically similar answer
from the forgetting set and extracts key phrases as forbidden
tokens. During decoding, it dynamically penalizes or blocks
candidate tokens using both token-level hard matching and
soft semantic matching, effectively suppressing forgotten
content while preserving model fluency and utility.

7. Do the removal-intended methods truly re-
move forgetting data?

In the proposed taxonomy, removal-intended meth-
ods—primarily GA-based approaches—directly modify the
model parameters θ to erase the impact of the forgetting
data. Their unlearning effectiveness has been shown in
various studies [13], [14] and benchmarks [11], [22], where
unlearned models successfully avoid reproducing the forget-
ting content in generated responses.

However, no theoretical framework currently guarantees
that GA-based methods can truly remove the influence of
data from LLMs, nor is there direct empirical evidence
supporting this claim. The only guidance is the initial
intuition of GA: by fine-tuning with a reversed training
loss of LLM, GA can negate the training influence of Df .
Recently, this assumption has been increasingly questioned.
Several studies suggest that GA-based methods may only
reflect superficial changes in model behaviors instead of
truly removal [82], [83], raising an important question: do
these methods truly remove forgetting data? Although GA-
based methods are designed to achieve the true removal,
emerging evidence indicates that they may, in practice, only
perform suppression [62], [82].

In this section, we first discuss the evidences verifying
the existence of this problem (Section 7.1). Then we show



a new understanding perspective to explain the mechanism
of GA-based methods and why they do not truly remove
(Section 7.2). Finally, we discuss the open problems: Can
we truly remove? What is the challenge? Do we need true re-
moval or is behavioral suppression sufficient? (Section 7.3)

7.1. Failures of removal-intended unlearning

Recent research examining the capabilities of GA-based
unlearning reveals two key insights. First, unlearned models
can still produce outputs related to the forgetting data un-
der adversarial attacks [84], [85], [86], suggesting that the
removal may be superficial and fails to eliminate deeper
representations of the forgotten knowledge. Second, un-
learned models remain highly vulnerable to subsequent fine-
tuning: even without access to the forgetting content, these
models can re-memorize it [87], [88]. This indicates that
hidden patterns associated with the forgetting data may still
persist—temporarily suppressed by unlearning but easily
reactivated through additional training. In this subsection,
we expand on these two observations.

7.1.1. Adversarial attacks. GA performs well on the
widely used QA benchmark TOFU [11]. When prompted
with a question x from the forgetting set Df , the unlearned
LLM typically hallucinates the answer rather than recalling
the correct response. However, Schwarzschild et al. [84]
observe that if the model is instead prompted with a sub-
sequence of x, the GA-unlearned model can still generate
the correct answer y. This suggests that the model may
memorize and suppress the exact full sequence of x, while
partial cues still activate the forgotten knowledge. Similarly,
Yuan et al. [85] apply the GCG attack [89] to optimize
adversarial suffixes and find that 54% of the forgetting
knowledge can be recovered—despite having no access to
model parameters. To et al. [86] also use the GCG attack
to assess whether the model has truly forgotten the data.
They find that larger LLMs are more vulnerable to knowl-
edge extraction attacks. The authors further evaluate Task
Arithmetic, another removal-intended method, and find it
poses even higher risk of forgetting data recovery than GA-
based methods. This may be because model editing via task
arithmetic is more aggressive, and the need to constrain the
editing magnitude to preserve utility reduces its unlearning
effectiveness.

To provide more evidence, Hong et al. [90] design
a series of activation patching and parameter restoration
experiments. They find that fine-tuning-based unlearning
mainly manipulates behavior through output-layer coeffi-
cients, rather than actually removing stored knowledge.

In addition, Soft token attacks are proposed to bypass
safety alignment and unlearning in open-source LLMs by
directly perturbing the continuous input embeddings rather
than discrete tokens [91], [92], [93]. For example, Schwinn
et al. [91] add a adversarial embedding eadvi after a sequence
x as its embeddings. It is optimized to minimize the cross-

entropy loss between the model’s output and x’s groundtruth
response:

LCE
(
f
(
x∥eadvi

)
, yi

)
(12)

Experiments show this approach outperforms prior discrete
attacks in success rate, efficiency, and its ability to recover
supposedly deleted or pretraining data.

Interestingly, Chen et al. [94] find that soft token attacks
cannot reliably audit unlearning. This attack is too powerful
and can generate the knowledge even the model has never
seen. Soft token attacks function more like an extreme
case of prompt tuning. It optimizes the embedding space
to enable the model to output nearly arbitrary sequences.
This means the forgetting knowledge is injected by the
adversarial embeddings and lead to false positive.

7.1.2. Fine-tuning after unlearning. It is found that the
unlearned model might recover the forgetting knowledge
after fine-tuning with other data [87], [88]. [87] reveals that
models can easily recover supposedly unlearned informa-
tion through small-scale finetuning on related but benign
data—highlighting that unlearning is often superficial. [88]
introduces a more rigorous evaluation framework, showing
that state-of-the-art unlearning methods often fail to remove
information from model weights, as the forgotten knowl-
edge can be recovered through retraining on independent
facts. These works demonstrate that existing unlearning
approaches tend to hide knowledge rather than truly erase.

Takeaway. GA-based unlearning is often superficial
and often fails to truly remove: forgetting knowledge
can resurface under adversarial prompts or reappear
after benign fine-tuning, revealing that current methods
suppress rather than erase internal representations.

7.2. A new understanding: removal-intended meth-
ods are actually doing suppression

Based on the above observations, researchers have begun
to realize that simply applying a reversed loss may not
truly eliminate the training traces of the forgetting data.
This has prompted a search for a deeper understanding of
how GA-based methods actually operate. In this subsection,
we present two key phenomena—over-generalization and
syntactic similarity—that inspire a new understanding of
GA-based unlearning. We analyze these phenomena and
discuss how they contribute to a revised understanding of
the underlying mechanisms of GA-based methods.

From over-generalization to unlearning signals. Peo-
ple find that the unlearning will over-generalize to other
data that is related to forgetting knowledge [95]. When mod-
els are trained to forget certain knowledge (e.g., theft), they
also implicitly forget similar contents (e.g., bomb-making).
In the beginning, people connect this overgeneralization
with the explanation of the reduction of utility (collateral
damage) [11], [96], [97]. If GA-based methods truly negate



the training influence, over-generalization would suggest
they also suppress related knowledge. However, since GA
often only hides the forget data, over-generalization instead
implies that these methods may unintentionally suppress any
data similar to the forgetting data.

While the above seems just a problem of unclear deci-
sion boundary, Thaker et al. put forward a novel perspective
in their position paper [82]. They find that when adding
a question of forgetting data before/after a question of
retaining data, the unlearned would be unable to answer
the retaining data, too. This is a novel evaluation method
because previous works only test the forgetting and retaining
data separately, but they do it simultaneously.

Based on this observation, the unlearning mechanism of
GA is further explained as the unlearning signal by [62]. In
[62], the authors observe some properties in the represen-
tation space h(x). They provide three sub-sets: “forgetting”
data, “retaining” data and “never-seen” data. They have
similar representations because they are all synthetic data
sampled from the same distribution of TOFU benchmark
(details of TOFU will be discussed in Section 8.2). However,
after unlearning, in the representation space, the clusters
of “retaining” data and “never-seen” data are still close,
while the cluster of “forgetting” data is far from them. This
means unlearned LLM still recognize the forgetting data.
The unlearned model does not forget it, but distinguish
it from other data. The authors further find that better
unlearning effectiveness is likely to be associated with better
distinction. Lastly, they also add forgetting data questions
into normal (retaining/never-seen) data questions and find
that once mixed with target data, the representations of
normal data is dominated by forgetting data (which is pulled
toward the distinct cluster of forgetting data). Consequently,
the model’s ability to answer normal questions deteriorates.
As the authors conclude, this implies that, instead of remov-
ing the forgetting data, GA-unlearned models treat it as a
unlearning signal to suppress the generation. They behave
like unlearning once there is a unlearning signal in the
prompt. Worth to noted that this is actually the same as
what suppression-intend unlearning is doing.

The previous discussion provides a refined understand-
ing of the underlying behavior of GA-based unlearning
methods. However, a critical question remains: why are
these methods inherently limited in their effectiveness? The
following paragraphs offer preliminary explanations based
on syntactic similarity and related studies.

From syntactic similarity to true intention. The sec-
ond phenomenon is the role of syntactic similarity, which
is highly related to the selective forgetting in GA-based
methods in Section 5.1.6. This phenomenon reflects the
limited intention behind GA loss. Specifically, Chang et
al [98] find that syntactic similarity plays a critical role
in maintaining model utility. Syntactically similar means
having the same sentence structure or grammatical pattern.
For example, “Who is the author of Watermelon on the
Moon?” and “Who is the author of Attention is all you
need?” are syntactically similar (the same sentence structure
and different literature titles). They find that more similar

syntactic between forgetting data and retaining data would
have a better model utility. When GA optimizes forgetting
loss on the benign tokens (the tokens that are not directly
related to the forgetting data such as “Who is the author”),
these benign tokens are also calculated in retaining loss,
which relieves the destroy on the model utility for benign
tokens.

This indicates that GA does not really negate the knowl-
edge. As shown by [99] if we look at the GA loss (Eq. 4),
what the objective actually does is: if x is in the prompt,
increase its output error. GA loss would not distinguish
benign tokens or forgetting tokens (tokens that are directly
related to forgetting data). The Gradient Ascent on benign
tokens are meaningless and even harmful for the model. This
explains the phenomenon of syntactic similarity. If there are
corresponding syntactically similar tokens in retaining data,
the destruction on benign tokens can be make up to some
extent. This also explains the mechanist of unlearning signal:
if forgetting data is in the prompt, increase its output error
(i.e., behave like know nothing about it).

Although GA intends to remove the knowledge from
LLMs, it actually does similar things as suppression-
intended unlearning. However, we should not ignore the sig-
nificant contribution of GA at this stage of LLM unlearning.
Although people haven’t fine a better way to truly remove
the knowledge, we believe GA will be the basic for the
future work. For example, as we mentioned in Section 5.1.6,
selective forgetting has been proposed to explore a correct
way to using GA.

Takeaway. GA-based unlearning does not truly remove
knowledge; instead, it treats the forgetting data as a
signal to trigger unlearning behavior. When this signal
is detected, the model simulates ignorance. This aligns
with the design of GA loss, which increases the model’s
output error when presented with the forgetting data.

7.3. Open problems

After reviewing and discussing the existing research
in removal-intended unlearning, several important questions
remain unresolved. In this subsection, we identify some key
open problems.

Can we truly remove the influence of forgetting
data? The fundamental goal of removal-intended unlearning
is to erase the influence of specific data Df from model
parameters θ. However, no theoretical framework currently
guarantees such removal in LLMs, nor are there conclusive
empirical methods to verify it. The key challenge is the
entangled, non-linear way in which knowledge is stored
across millions or billions of parameters in transformer-
based models. Simply reversing the loss signal, as done in
GA, may not undo the distributed effects of training.

To achieve true removal, we may need new theoretical
tools to (1) trace the specific parameter regions influenced
by Df and (2) isolate and invert those changes without
degrading overall utility. This will likely require advances



in interpretability, causal attribution, or model editing be-
yond current fine-tuning paradigms. Moreover, new bench-
marks and evaluation protocols are needed to distinguish
true removal from behavioral suppression, especially under
adversarial or compositional prompts.

Do we need true removal, or is behavioral sup-
pression sufficient? From a practical standpoint—especially
in commercial or production-level applications—strictly en-
forcing true removal may not always be necessary. In
many deployment scenarios, behavioral suppression may be
sufficient as long as the model no longer reproduces the
target knowledge under expected usage conditions. Instead
of pursuing theoretical perfection, practitioners should fo-
cus on whether the model meets practical requirements.
If suppression-intended unlearning aligns with practical re-
quirements, it can even be prioritized over true removal.

However, this should not discourage ongoing research
into true removal. The pursuit of actual knowledge removal
remains scientifically valuable, as it can inspire deeper un-
derstanding of fine-tuning, alignment, interpretability, and
model editing. Developing mechanisms to trace, attribute,
and eliminate specific knowledge in LLMs can open up
broader research directions, including modular training,
causal reasoning, and long-term memory control. Therefore,
while suppression may be acceptable in practice, removal
should remain a central research goal.

8. Evaluation metrics and benchmarks

Evaluation plays a critical role in the development of
LLM unlearning. A reasonable and accurate evaluation can
help researchers design more effective methods. At a high
level, unlearning evaluation encompasses two key aspects:
unlearning effectiveness and model utility. Numerous met-
rics have been proposed, and several benchmarks have been
established to assess these dimensions. In this section, we
review existing metrics and benchmarks, and discuss their
limitations along with potential future directions.

8.1. A review of existing metrics

Unlearning effectiveness measures whether a model con-
tinue to output or leak information related to the forgetting
data and knowledge, while model utility evaluates the extent
to which the model retains its normal functionality on non-
forgotten tasks. This subsection first introduces three general
metrics applicable to both aspects, followed by metrics
specifically tailored to unlearning effectiveness.

8.1.1. General metrics. Traditional metrics for generation
quality and accuracy can be used to measure both unlearning
and utility, we first present this kind of metrics below:
• ROUGE Recall. [11], [22], [100] measures the overlap

between the model’s generated answer and the ground
truth at the word level. Specifically, it evaluates how
much of the ground truth answer is recalled in the output.
The precision of ROUGE is usually not used because

the generation usually contains additional or auxiliary
content beyond the ground truth answer, which should
not influence the measurement.

• Probability. This metric [11], [62], [100] measures the
likelihood that the model reproduces the ground truth
answer, typically evaluated token by token.

Prob(y | x) = 1

T

T∑
t=1

p (yt | x, y<t)

A high value indicates that the model still assigns high
confidence to the answer.

• Multi-choice accuracy. [15], [54], [62] evaluates
whether the model can correctly select the ground truth
answer from a set of candidate options. It reflects the
model’s ability to distinguish the correct answer from
distractors in a multiple-choice setting.

8.1.2. Unlearning effectiveness metrics. Some metrics
have been proposed or adapted to evaluate unlearning effec-
tiveness. We begin by introducing two categories of methods
that uses existing tools:

• Membership Inference Attacks (MIA) are used by
some benchmarks to evaluate the privacy leakage [22],
[101], [102]. If the training data can be successfully
inferred, it means the unlearning effectiveness may be
not resistant. The common MIA includes LOSS [103],
Zlib Entropy [104], Min-K% Prob [105] and so on.

• Robustness is an important evaluation aspect. As dis-
cussed in Section 7.1, it serves as a key tool for exposing
superficial unlearning behaviors. A common approach
involves using adversarial prompts to test the robustness
of the model [85], [86], [101].

In addition to these two methods that leverage existing
tools, several new tools have also been developed to measure
unlearning effectiveness:

• Watermark. Lu et al. [106] propose to embed impercep-
tible, owner-specific watermarks into training data and
verifies their presence in model outputs after unlearning.

• Gradient Effect. Want et al. [107] propose Gradient Ef-
fect that quantifies how an unlearning objective impacts
model performance via gradient alignment. Specifically,
it computes the dot product between the gradients of the
unlearning objective Lu and the risk function R.

• Unlearning Shapley. Ma et al. [108] propose a novel
data valuation framework that combines machine un-
learning with Shapley value theory [109]. It measures
the performance drop after unlearning target data from
a pretrained model to estimate its value.

• Representation-level. Xu et al. [110] introduce a set
of representation-level evaluation metrics for unlearn-
ing. These metrics go beyond token-level accuracy or
perplexity to assess whether the model’s internal feature
representations are genuinely altered or merely superfi-
cially perturbed.



8.2. A review of existing benchmarks

Benchmarks are essential for evaluating unlearning
methods, offering controlled and synthetic settings for fair
comparison.A critical aspect is the construction of forgetting
data, which directly affects evaluation validity. As unlearn-
ing methods continue to evolve, several benchmarks have
been proposed to match this progress. In this section, we
introduce a few representative and widely used benchmarks.

TOFU [11]. TOFU uses a synthetic dataset of fake
books and authors. The data corpus is a set of QA pairs.
Since no LLM has trained on the synthetic dataset, the tested
model has to be fine-tuned to learn from the dataset first.
Then the synthetic dataset is separated into forgetting data
and retaining data. The utility is tested by three QA sets in
TOFU: retaining data, and two real QA sets (real authors and
world knowledge). The advantage of fine-tuning is easy to
control, and the new knowledge has not much entanglement
with real data. A few new benchmarks are also proposed
based on it like PerMU focusing on robustness [111] and
R-TOFU focusing reasoning [112].

MUSE [22]. MUSE has a similar pipeline as TOFU. It
first fine-tunes LLMs to learn forgetting data. But it does
not use synthetic datasets. It uses a dataset that is not in
the training data of the tested LLMs. The advantage of this
benchmark is that it provides a more comprehensive metrics,
especially the test on scalability and sequential unlearning.

WMDP [15]. WMDP does not fine-tune to learn new
knowledge. It tests the unlearning of harmful bio and chem-
ical knowledge. It uses LLMU [113] and MT-Bench [114]
to test the model utility across a broad spectrum of sub-
jects. A multi-choice format is used to test the unlearning
effectiveness and utility.

RWKU [101]. RWKU targets 200 real-world famous
entities and rigorously evaluates unlearning effectiveness
using fill-in-the-blank, question-answer, and nine types of
adversarial probes. It also assesses side effects on neighbor-
ing knowledge and general utility.

In summary, the choice of benchmark significantly influ-
ences how unlearning methods are evaluated, but no single
benchmark is inherently superior to others. Each focuses
on different aspects—such as control, realism, scalability,
or robustness—and over-reliance on a specific benchmark
may lead to models being optimized for test performance
rather than real-world forgetting objectives. Therefore, it
is important to encourage the development of diverse and
comprehensive benchmarks to ensure a more robust and
generalizable assessment of unlearning methods.

8.3. Toward better evaluations: challenges and con-
siderations

To foster more robust and meaningful evaluations, we
outline several key considerations that should guide future
efforts. These include both methodological principles and
practical constraints that are often overlooked in current
benchmarking practices.

Fixed and greedy sampling is too narrow. Scholten
et al. [115] arguing that standard deterministic (greedy)
evaluations fail to capture real-world risks such as informa-
tion leakage in unlearning and alignment tasks. Although
sometimes a model fails to generate a forgotten answer, the
model still assigns a high probability to the correct answer,
indicating that the knowledge is internally retained [116].
Thus, relying solely on fixed or greedy decoding may un-
derestimate the model’s actual knowledge retention; proba-
bilistic evaluation across a distribution of outputs provides
a more realistic and robust picture.

Unclear settings: what should the user submit? Cur-
rent unlearning scenarios are all based on benchmark as-
sumptions, where the data to be unlearned is fixed and
clearly defined. However, in real-world applications, what
exactly should users provide? Should they specify abstract
concepts or concrete corpora? Abstract concepts are often
too vague and underspecified, while user-provided corpora
lack standardization and may vary in quality. We attempt to
answer this question through real-world case studies, but un-
fortunately, although various unlearning methods have been
proposed, there is no commercial product that explicitly
offers unlearning capabilities or claims to have integrated
unlearning techniques. As a result, there is still no practical
and reliable answer to this question.

Fine-tuning knowledge vs. pre-training knowledge.
For TOFU and MUSE, the model first fine-tunes to learn
new knowledge. The new knowledge is separate and easiser
to control than pre-training knowledge. However, fine-tuning
would also bring two disadvantages. The first is that fine-
tuning suffers from catastrophic forgetting [117]. When
unlearning on the fine-tuned models, the reduce of the ability
in answering forgetting data might be somehow attributed
to catastrophic forgetting, making it hard to isolate the true
effect of unlearning. The second is that fine-tuning on a
small synthetic dataset would lead to overfitting and will
cause the reduction of utility on two real QA sets [11].
Thus, the reduction of utility bring by unlearning is hard
to quantify.

Core-set vs. complete set. Patil et al. [96] propose
that unlearning the whole forgetting set might be one of
reason of the reduction in model utility. Thus, they identify
and prune 10% to 30% outliers from the forget set. Pal
at al. [118] further study this core-set effect. The authors
find that even a randomly selected 5% subset can result
in comparable unlearning performance to using the full
dataset. These findings indicate that existing evaluations may
overestimate the necessity of forgetting the entire dataset.
Thus, future unlearning benchmarks should consider core-
set-aware evaluation protocols to more realistically assess
unlearning effectiveness and efficiency.

What is a reasonable retaining set? Syntactic sim-
ilarity has already been shown to affect utility degrada-
tion—when the retaining set is more similar to the forget-
ting set, the utility drop tends to be smaller [98]. Some
benchmarks use idealized retaining sets; for example, TOFU
selects retaining data that is highly similar to the forgetting
data. However, such assumptions are unrealistic in real-



world scenarios, where we often do not know exactly what
data the user wants to unlearn in advance, making it diffi-
cult to provide such well-matched retaining sets. Therefore,
benchmark design should take this limitation into account
when selecting the retaining set.

Overlooked utility evaluation. Utility evaluations based
solely on unlearning benchmarks may fail to reflect the
actual performance of the LLM. In practice, every LLM
undergoes internal performance testing before being released
or deployed, and utility should be assessed using these eval-
uation suites. For example, ChatGPT has its own benchmark
suite [119], and unlearning should be considered acceptable
only if the model’s performance on these internal tasks
remains stable. However, current unlearning benchmarks
often use their own utility criteria, which may not align
with real-world expectations.

9. Other gaps in existing unlearning

To enable unlearning techniques to be truly adopted
in real-world applications, this section discusses the key
gaps that still hinder practical deployment. Some of these
challenges remain open problems and have yet to receive
sufficient attention from the community. We highlight these
issues in the hope that future research will address them,
ultimately bridging the gap between unlearning research and
its real-world implementation.

Model utility. The harm to model utility is always
the most critical obstacle to deployment. Let’s think from
the perspective of a model builder: if unlearning did not
bring any negative impact on model performance, who
would mind adding such a beneficial feature to their LLM?
Therefore, regardless of the unlearning effectiveness, model
utility must be preserved to give model builders confidence
in using it. Thus, both maintaining and verifying utility are
of paramount importance.

Sequential unlearning. While preserving utility is a
well-recognized goal in unlearning, one particularly chal-
lenging setting is sequential unlearning, where utility degra-
dation becomes more severe and difficult to mitigate. In real-
world applications, users are likely to submit new unlearning
requests continuously, and most existing methods suffer
from accumulated reductions in model utility as a result.

There are currently two main ideas for addressing this
challenge. One approach is to avoid sequential unlearning
altogether and instead perform unlearning on the entire set
of forgetting data each time. The coreset effect suggests
that scalability is promising—meaning we may not need to
process the full dataset to achieve good forgetting perfor-
mance. However, if we persist with sequential unlearning
and unlearn one subset at a time, the utility degradation
quickly becomes significant. For example, even if each step
results in just a 3% drop in utility, after 20 iterations, the
model could lose up to 45% of its utility. In practice, users
are likely to submit far more than 20 unlearning requests,
and in fact, the utility loss per step is often much greater than
3% [11], [22], especially for methods that directly modify
model parameters or internal representations.

An alternative and promising direction is to base un-
learning on RAG as we discussed in Section 6.2.2. New
requests only need to update the retrieval system.

Scalability of model size. Speaking of scalability, an-
other important aspect to consider is the scalability with
respect to model size. Most current studies conduct experi-
ments on relatively small models, such as 7B or 8B param-
eters [11], [15], [101]. However, for real-world deployment,
it is essential to evaluate unlearning methods on much larger
models. This shift introduces entirely new challenges, both
in terms of computational resources and in the design of
scalable and efficient unlearning methods that can handle
the complexity of large-scale LLMs.

Poisoning risks in unlearning submissions. If the un-
learning service accepts user-provided corpora, as discussed
in Section 8.3, the quality of such data is often difficult to
guarantee. Taking this a step further, what if someone inten-
tionally injects poisoned data into the unlearning request?
How can we ensure that the data is clean and trustworthy?
In fact, recent work has demonstrated that it is possible
to poison the unlearning data to deliberately degrade the
model’s utility [99]. Therefore, ensuring that user-provided
corpora are both safe and standards-compliant is of critical
importance.

Interference Between Different Training and Infer-
ence Stages. Can unlearning interfere with other training
processes such as RLHF? It is currently assumed that
unlearning is performed only after the model has been
fully trained, but does this risk undermining the alignment
achieved through RLHF? Many studies suggest that align-
ment is rather superficial [120], [121]. If further RLHF
tuning is required after unlearning, it may compromise the
intended purpose of unlearning. Similarly, if downstream
tasks are introduced after unlearning, would that diminish
the effectiveness of unlearning? Moreover, if quantization
is applied during deployment, the effectiveness may also
be reduced [122]—this is another factor that needs to be
considered.

10. Conclusion

Machine unlearning has emerged as a critical technique
to address growing concerns around privacy, copyright,
and regulatory compliance in LLMs. This paper presents
a structured overview of unlearning in LLMs. While prior
work focuses on technical methods, we propose a new
taxonomy based on intentions: removal vs. suppression.
Beyond taxonomy, we make three core contributions: (1)
we examine whether popular removal-intended methods like
GA can truly erase knowledge, revealing both theoretical
and empirical limitations; (2) we survey evaluation strate-
gies, identifying key shortcomings in current metrics and
benchmarks; and (3) we highlight open challenges for real-
world deployment, including usability, side-effect mitiga-
tion, and verification. This study aims to provide a principled
foundation for future research and practical deployment of
unlearning in LLMs.
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