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Abstract

Traditional deep neural networks suffer from several limitations, including catas-
trophic forgetting. When models are adapted to new datasets, they tend to quickly
forget previously learned knowledge. Another significant issue is the lack of ro-
bustness to even small perturbations in the input data. In practice, we can often
easily perform adversarial attacks and change the network’s predictions, adding
minimal noise to the input. Dedicated architectures and training procedures can
solve each of the above problems separately. Unfortunately, currently, no model can
simultaneously address both catastrophic forgetting and vulnerability to adversarial
attacks. We introduce SHIELD (Secure Hypernetworks for Incremental Expansion
and Learning Defense) [1_1 a novel approach that integrates a hypernetwork-based
continual learning approach with interval arithmetic. SHIELD use the hypernet-
work to transfer trainable task embedding vectors into the weights of a target model
dedicated to specific data. This paradigm allows for the dynamic generation of sep-
arate networks for each subtask, while the hypernetwork aggregates and analyzes
information across all tasks. The target model takes in the input a data sample with
a defined interval range, and by creating a hypercube, produces a prediction for
the given range. Therefore, such target models provide strict guarantees against
all possible attacks for data samples within the interval range. Our approach en-
hances security without sacrificing network adaptability, addressing the overlooked
challenge of safety in continual learning.

1 Introduction

Deep neural networks can provide outstanding predictions and often surpass human experts in multiple
scoring tasks [15]. Nonetheless, they still face several limitations. Learning from a continuous stream
of data presents substantial challenges for deep learning models. Artificial neural networks tend to
experience catastrophic forgetting [33]], where they quickly lose previously learned knowledge upon
encountering new data. Continual learning (CL) strategies [17] are developed to enable efficient
learning of sequential tasks while reducing the chance of forgetting older information. Another
essential problem is the robustness of such models [44]. Although deep learning models typically
handle random noise effectively, their performance can notably deteriorate when encountering
adversarial perturbations. These perturbations involve slight modifications of the input data that
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remain unnoticed by humans but lead the model to make incorrect predictions [44, [11]]. Such effects
present challenges for applications such as autonomous vehicles or financial systems, where security
is paramount [42].

Continual learning and adversarial robustness are among the most critical problems in deep learning.
Although many different methods are dedicated to each of these tasks, there is a lack of a methodology
that can solve both simultaneously. Only a few approaches are devoted to both issues in the existing
literature. In AIR [52], for the first time, the authors introduced the concept of continual adversarial
defense under a sequence of attacks. AIR uses unsupervised data augmentation to increase robustness
in the continual learning process. Such a solution is agnostic to the adversarial attack and can be used
for general robustness. The main limitation of the model is that it works with a limited number of
subsequent continual adversarial defense tasks. In the AIR paper, the authors show results on only two
or three such tasks. On the other hand, in Double Gradient Projection (DGP) [38]], authors emphasized
that their approach is more robust to adversarial attacks than classical CL methods like GEM [29] or
GPM [40]. DGP, before weight updates, propagates gradients into the orthogonal direction to the
subspace identified as crucial, preserving the smoothness of previous sample gradients, which holds
the adversarial robustness. In [22], the authors verify the robustness of existing models to adversarial
attacks.
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Figure 1: Commonly, the parameters of a neural network are directly adjusted from data to solve
a task. In SHIELD, hypernetwork maps task-dedicated embedding vectors e;, i € {1,..., N}, to
the target model, which propagates intervals instead of points. Therefore, SHIELD is able to learn
knowledge from multiple tasks and defend from adversarial attacks within the specified range.

One of the most promising strategies for continual learning is the hypernetwork approach [16, 45,
25 24]). Essentially, a hypernetwork architecture [13] is a neural network whose purpose is to create
weights for a different target network designed to handle a particular task. Within a continual learning
framework, the hypernetwork formulates the weights for a target model by identifying the given
task. After finishing training for all CL tasks, a single meta-model emerges, generating task-specific
weights according to the considered task. This capability of producing distinctly different weights
for each task ensures that hypernetwork-based models experience minimal forgetting. Although
a hypernetwork-based approach addresses the issue of catastrophic forgetting, it lacks robustness
against adversarial attacks.

On the other hand, Interval Bound Propagation (IBP) is emerging as a promising methodology to
improve adversarial robustness [[12 [34]. This approach utilizes interval arithmetic to propagate
input data samples in terms of points and corresponding radii, creating intervals. When applied to
classification tasks, it ensures that all points within the input interval produce the same prediction.
Consequently, it enables explicit control over the neural network prediction behaviour within a
specified neighborhood of the input data. In practice, IBP gives strict guarantees of robustness for
points within learned intervals.

In our paper, we propose a novel approach that combines two paradigms for continual learning:
hypernetworks [[13]] and interval arithmetic networks guaranteeing robustness for adversarial at-
tacks [12,134]. We demonstrate that our model also inherits resistance to catastrophic forgetting.



The following is a concise summary of our contribution:

* We propose SHIELD, which is a model dedicated to continual learning tasks, maintaining
robustness against adversarial attacks.

* SHIELD use both the hypernetwork paradigm and Interval Bound Propagation in one simple
and elegant architecture, retaining benefits of both concepts.

* SHIELD is attack-agnostic and gives strict guarantees of robustness against attacks inside
specific intervals around initial samples.

¢ We achieve state-of-the-art results for several CL datasets and different variants of adversarial
attacks.

2 Related Works

Our method combines two deep learning paradigms: continual learning and adversarial examples.
Therefore, our related work section is divided into two parts.

Adversarial Attack  Adversarial attacks on deep neural networks (DNNG§) are typically categorized
as white-box or black-box, depending on the attacker’s access to the target model. In white-box
settings, the adversary fully knows the model, including its architecture, parameters, and gradients.
Prominent white-box attacks include gradient-based methods such as FGSM [11]], BIM [18]], MIM
(8], PGD [30], and AutoAttack (AA) [7], as well as optimization-based approaches like the OnePixel
[43].

In black-box settings, attackers have limited access to the model and must rely on indirect signals.
Some approaches use confidence scores to estimate gradients, such as zoo [6], while others operate
with only the predicted label, as seen in decision-based methods like the Boundary Attack [4]].
Another strategy involves crafting adversarial examples on a surrogate model and transferring them
to the target model, exploiting the cross-model transferability of adversarial perturbations [8(9].

Simultaneously with adversarial attack techniques, there are many defence algorithms. Early ad-
versarial defenses relied on heuristics such as input transformations [48]], model ensembles [3]],
and denoisers [21]], but many were later found to rely on obfuscated gradients [2]. More robust
approaches like adversarial training (AT) [[L1, 20] and defensive distillation [[10} 53] have become
dominant. Recent work has enhanced AT with learnable strategies [20]], feature perturbation [36]],
and optimization techniques [37]. However, the above modls are typically static and struggle against
evolving attack sequences. Test-Time Adaptation Defense (TTAD) [41, 49] addresses adaptation to
new attacks but neglects previous ones.

Most of the existing model gives robustness without strict guarantees. Interval Bound Propagation
(IBP) [12,134] interval arithmetic produced robust neural networks against adversarial attacks with
strict guarantees. The authors used worst-case cross-entropy to train the classification model in an
approach. In our work, we use an IBP-based solution in continual learning mode.

Continual Learning Continual learning (CL)
methods are often grouped into architectural,

=02

rehearsal, and regularization-based strategies

[L7]. Architectural approaches like Progres-

sive Neural Networks (PNN) [39] and Copy- g @ }?

Weights with Re-init (CWR) [28]] prevent forget- e=0/ e=du e—0ms =01

ting by expanding or modifying network struc- B B =2

tures. Further developments reuse a fixed archi- \

tecture with iterative pruning, such as PackNet

[31]] or Supermasks [47]. Rehearsal-based meth-

ods, such as the buffer strategy in [14]], retain three three three

selected past examples, while pseudo-rehearsal

approaches train generative models to replay Figure 2: Impact of FGSM adversarial attack on

prior data [32]. Regularization-based techniques MNIST three-digit image. Model trained with & =

like EWC [23], SI [50], LwF [26], and MAS [[1]] 0.05 successfully classifies adversarial examples

constrain parameter updates based on past task ~generated with strength < e. For greater attack
strength, the image is misclassified as nine, even
when the visual perturbations are minimal and hard
Jo notice.



importance, often using the Fisher Information
Matrix or similar metrics.

Hypernetworks, introduced in [13]], are defined

as neural models that generate weights for a sep-

arate target network that solves a specific task. The authors aim to reduce the number of trainable pa-
rameters by designing a hypernetwork that often has fewer parameters than the target network. In CL,
hypernetworks can directly generate individual weights for subsequent CL tasks, like in HNET [43].
Then, HNET was extended with a probabilistic approach called posterior meta-replay [16]. In Hyper-
Mask [25], authors used the lottery ticket hypothesis to produce task-specific masks for the trainable
or fixed target model. In [24], the authors employ interval arithmetic on weights to regularize the
target model. These methods are positioned between those based on architecture and those focused
on regularization.

The above concepts have many different modifications and upgrades [46]. But the adversarial
robustness of Continual Learning problems is unexplored in the literature. AIR [52] introduced
the first framework for continual adversarial defense, addressing robustness against evolving attack
sequences. The method leverages unsupervised data augmentation to enhance general robustness in a
task-agnostic manner. While innovative, AIR is limited in scalability, having been evaluated on only
two to three defense tasks, raising concerns about its effectiveness in longer, continual settings.

Alternatively, the study on Double Gradient Projection (DGP) [38] highlights that this technique is
notably more resilient to adversarial attacks compared to traditional continual learning approaches
such as GEM [29] and GPM [40]. DGP enhances adversarial robustness by projecting gradients
orthogonally concerning a critical subspace before updating weights, thus maintaining the prior
gradient smoothness from earlier samples. Furthermore, [22] examines the resistance of current
models against adversarial assaults. These methodologies enhance the robustness of continual
learning, yet they have several significant limitations. Firstly, such approaches are restricted to several
subsequent tasks and do not give strict guarantees. In this paper, we present SHIELD — a natural
combination of Hypernetworks and IBP models, which inherit adversarial robustness and prevent
catastrophic forgetting.

3 SHIELD: Secure Hypernetworks for Incremental Expansion Learning
Defense

In this section, we introduce SHIELD model dedicated to continual adversarial defense against a
sequence of attacks. SHIELD incorporates two primary components: a hypernetwork and a target
network utilizing interval arithmetic.

3.1 SHIELD architecture

Hypernetwork Our models use trainable embeddings e; € R, wheret € {1,...,T}, which
represent consecutive tasks. These vectors are the input to the hypernetwork, producing the target
network weights for specific datasets. More specifically, the hypernetwork H with weights ®
generates weights 6, of the target network f, dedicated to the ¢—th task, i.e. H(e;; ®) = 0.
Therefore, the target network is not trained directly, and the meta-architecture generates distinct
weights for each continual learning task. The function fg, : X — Y predicts labels Y for data
samples X based on weights 6,. Finally, each continual learning task is represented by a classifier

function

fo. = f(:0:) = f(s H(e; ®)). (1
At the end of training, we have a single meta-model, which produces task-dedicated weights. Due to
the ability to generate completely different weights for each task, hypernetwork-based models feature
minimal forgetting.

Target network In our solution, the target network is designed for interval representation of input
points instead of single real values. In practice, we use the IBP approach [12}35] in the target model.
This means that we do not use a single-valued point x € R¢ as input to the target model f,, but a
point x with fixed radius €

I(z)=x—cg,x+e]=[r1 —&,@1+¢€] X ... X [xg — &, 24 + €] )



Such intervals are an d-dimensional hypercube centered at = with side length 2e. When we consider
a linear target model fg,, it is composed of K layers given by K transformations

zk:hk(zk_l) =Wizp_1+bg, fork=1,... K. 3)

In practice, hj, represents either an affine transformation or a non-linear, non-decreasing function like
ReL.U or sigmoid, while we utilize the former. In the IBP approach [12], in each layer, we find the
smallest bounding box that encloses the transformed bounding box returned by the previous layer. In
other words, we bound the activation zj, of the k—th layer by an axis-aligned bounding box

I (21) = 2k 2k = (20,15 ZR1] X -0 X [2h,dp» Zhdi]s 4

where dy, is the output dimension of the k—th layer. In the case of neural networks, computing such a
bounding box for consecutive layers can be done efficiently using interval arithmetic. By applying the
affine transformation h (zx—1) = Wizk—1 + bi to [24,_1, Zx—1], the smallest bounding box [z, 2]
is represented by

Zk—1 + 24 Zk—1 —Zk-1

,u'k—l == #7 Tk—1 = #7 (5)
e = Wipp—1 +bg—1, 1 = |[Wg|re—1, (6)
25 =Mk — Tk Zp = Pk + Tk, (7

where || is an element-wise absolute value operator. For a non-decreasing activation function g(-),
we get the interval bound defined by

zp =9(2k), 2 = 9(Z)- ®

To obtain a robust classification, during training, we consider the worst-case loss function (see Eq. [I0)
for the entire interval bound [z, Zx] of the final logits. During inference, the class proposed by the
model, g, is represented by the largest interval center after using the softmax function:

4§ = argmax (Softmax (W>> . )

ie{l,....C} 2

We want to perform a correct classification not only for the input sample x, but for all points & within
the interval, i.e. for & € [z — ¢,z + €].

Ultimately, the model comprises a learnable embedding and a hypernetwork designed to create
the IBP-based target model for a given task. Therefore, SHIELD has improved robustness against
adversarial attacks.

3.2 SHIELD cost function

One of the most essential parts of our model is the cost function, which prevents catastrophic
forgetting and provides resilience against adversarial attacks. We selected the worst-case loss function
over the interval [z, Zx | for the final logits. Specifically, it is necessary to verify that the entire
bounding box is classified accurately, which means that certain input perturbations do not alter the
correct class prediction. Therefore, the logit for the true class 4, corresponds to its lowest bound,
while the logits for the remaining classes match their highest bounds:

Zr(e) = {

This means that the individual coordinates of Zx ;(¢) are filled with the most pessimistic interval-
based prediction values. Finally, the softmax function and the cross-entropy loss are applied to
ZK 9(€). As demonstrated in [12], determining interval bounds requires just two forward passes
through the neural network, which makes this method practically advantageous. The authors of [12]
proposed a loss function combining the typical cross-entropy classification loss with a component
forcing the interval boundaries for wrongly predicted classes, utilizing Eq. [I0

IBP =K- E(gvyt'r‘ue) + (]- - "{) : E(éK,;Q(E)vytrue)v (11)

where £ represents the cross-entropy loss and « is a trade-off parameter. When € = 0, 2 4(¢) = 9,
and Eq. [TT]reduces to the typical cross-entropy loss for single real values.

EK@(E)’ for § # Yirue,

10
ZK o (€), Otherwise. (10)



Excessively wide intervals can adversely affect the stability of the training process, particularly in its
initial stages. To address this, we conduct the initial training phase with k = 1. Subsequently, the
importance of the interval loss expressed by the second component of IBP progressively increases,
until it reaches x = 1/2 in half of the number of training epochs. At the same time, training begins
with a minimal perturbation radius ¢, and its value is incrementally increased in subsequent epochs.
In the second half of training, they remain constant. Let us denote by ¢; perturbation during the i—th
training epoch, where ¢ € {1,..., E'}, and E is the selected number of epochs for consecutive tasks.
Also, assume that x; is the value of x during the ¢-th epoch. Then, we calculate the importance of
IBP components and perturbation radius according to equations:

- -5 ifi< 2] -1, Ze qfi< [ 2] -1, (12)
i = N €, = R
0.5 otherwise, € otherwise.

Although ensuring adversarial robustness is possible under worst-case accuracy conditions, it is
also essential to avoid catastrophic forgetting in the hypernetwork. Consequently, we incorporate
a regularization term responsible for maintaining knowledge from previous CL tasks. Therefore,
we can compare the fixed hypernetwork output (i.e. the target network weights) that was generated
before learning the current task ¢t. € {1, ..., T}, denoted by ®*, with the hypernetwork output after
recent suggestions for its weight changes, ® + A®. Ultimately, in SHIELD, the formula for the
regularization loss is presented as:

te—1

Loutput (B, ®, A®, {e,},1.) = }E:Hﬂeu Hie; @ +A®)|°. (13)

max{l t.

The final cost function consists of the IBP loss and hypernetwork regularization term Ly ¢pus:
L =1BP + ﬂ . Loutp'u.t = K- E(@, ytrue) + (1 - "5) . g(éK,Q(e)v ytrue) + ﬂ . Eoutput, (14)

where [ and  are hyperparameters that influence the hypernetwork stability and the worst-case
accuracy.

3.3 Robustness guarantees of SHIELD

In this section, we provide theoretical insights into the certified robustness achieved via IBP in
SHIELD. We first formalize certified robustness for standard feedforward networks, then extend the
concept to the CL setting, and finally apply it to our proposed method.

Definition 3.1 (Certified Robustness via IBP). Let y € {1,..., K} be the true class of an input
x € R™. A network fy is said to be certifiably robust at x under an £, perturbation of radius e if:

2P >3, iy, (15)

where [g(L),E(L)] are lower and upper bounds on the output logits at the final layer L, computed
using IBP over the perturbation set {z + J : ||0||co < €}.

Definition 3.2 (Certified Robustness in Continual Learning via IBP). Consider a continual learner

exposed to a sequence of T tasks, {D;, ..., Dr}, where each dataset D; = {(z E ), yl( ))}Z is drawn
from a task-specific distribution P;(z,y). Let 6; denote the model parameters after 1earn1ng task ¢.
The learner is said to be certifiably robust via IBP up to time t if, for all previously seen samples

(z,y) € UZ:1 D, the following condition holds:
20 (x560,) > ;?Q;(z;”(x;et), for all [|6]|o < e. (16)

This condition guarantees that the model’s predictions remain robust to bounded adversarial perturba-
tions across all tasks encountered so far, without requiring access to the full datasets Dy, ..., D;_;.

SHIELD is specifically designed to satisfy this robustness criterion by combining IBP-based training
with a hypernetwork-based CL framework. This leads to the following result:

Theorem 3.1 (Certified Robustness of SHIELD). Let fyg, be a target network whose weights are
generated by a hypernetwork H (e;; ®), where e; is a task embedding and ® are the learnable
hypernetwork parameters. Then, under successful optimization, SHIELD satisfies Definition[3.2] i.e.,
it is a certifiably robust continual learner.



Proof. According to Definition[3.2] we must show that at time ¢, for any previously encountered task
s < t and any sample (x,y) € Ds, the following certified robustness condition holds:

20 (a;6,) > x?%z;“(x;et), for all [|§|o < €. (17)

In SHIELD, the task-specific parameters 0, of the target network fp, are generated via a shared
hypernetwork: 8; = H(e;; ®). The hypernetwork is trained to generate networks that are certifiably
robust using IBP. Specifically, it minimizes a certified loss described by Equation[IT} Thus, successful
optimization of the loss provides certified robustness for each task ¢.

To retain certified robustness on prior tasks, SHIELD includes a regularization term in the hypernet-
work loss (see Equation[I3). This encourages the hypernetwork to preserve the outputs of previously
learned tasks while adapting to the new one. While the extent of robustness retention depends on
optimization effectiveness, this design enables SHIELD to uphold certified guarantees under ideal
learning conditions.

Thus, assuming that both the certified objective and regularization are effectively optimized, the
resulting model fy, satisfies:
(L
24 (50,) > r}lj;(% (@:00),

for all (z,y) € \J'_, Ds and all ||6||c < e. This concludes the proof that SHIELD satisfies
Definition[3.2] O

In this section, we have extended the notion of certified robustness to continual learning and demon-
strated that SHIELD—through its use of IBP-based training and a hypernetwork architecture—can
theoretically preserve certified robustness across tasks. While the guarantees rely on successful
optimization, the formulation offers a principled framework for designing certifiably robust continual
learners.

4 Experiments

This section outlines the experimental setup and results for SHIELD. We describe the datasets used,
along with the architectures of both the target network and the hypernetwork. All experiments are
conducted in a Task-Incremental Learning setting, where the task identity is known to the model
during both training and evaluation.

Benchmarks To assess the effectiveness of our approach, we perform experiments on three standard
benchmarks: Permuted MNIST, Rotated MNIST, and Split CIFAR-100. The structure of tasks and
class divisions follows the protocol established in [38]. Permuted MNIST introduces a different
fixed pixel permutation for each task, applied to the original MNIST images. Rotated MNIST, on
the other hand, creates tasks by rotating the digits by varying angles. These two datasets are widely
used in the continual learning literature as synthetic benchmarks derived from MNIST [L1}27]. Split
CIFAR-100 [150] is constructed by randomly partitioning the 100 classes of the CIFAR-100 dataset
into 10 mutually exclusive groups, with each group forming a separate classification task of 10
classes. In Split CIFAR-100, each class appears in only one group, ensuring no class overlap between
tasks. This design allows each subset to be treated as an independent classification task, resulting in a
sequence of tasks for continual learning.

Architectures For Permuted MNIST and Rotated MNIST, we used the same interval-based target
network architectures as in [38]], with the addition of biases. For Split CIFAR-100, we used a
modified interval version of AlexNet. Specifically, we removed dropout, included biases, and used
interval-aware batch normalization layers [19]. The number of hidden units in the linear layers is
reduced to 100, and max pooling layers are replaced with average pooling, which provides greater
stability when propagating interval bounds. Additionally, we apply a 4x4 average pooling layer after
the final convolutional layer. This reduction of the original AlexNet architecture is motivated by the
use of hypernetworks, which generate target network weights. Smaller target architectures help keep
the overall system memory- and compute-efficient. Further discussion of this design choice can be
found in Appendix [B] A shared MLP hypernetwork is used across all datasets.



Training details For the Split CIFAR-100 experiments, we used an AlexNet-based target network
along with a hypernetwork comprising two hidden layers of 100 and 50 neurons respectively. The
embedding size was set to 512, with a batch size of 32 and learning rate of 0.001. The hypernetwork
used a regularization coefficient 5 = 0.01, and training was performed with an ¢, perturbation of
€ = 0.005. The optimizer was Adam, and no data augmentation was used. Training was conducted
for 200 epochs with ReLU activation in both the target and hypernetwork. We applied a learning rate
scheduler: ReduceLROnPlateau with monitoring set to the maximum validation accuracy, reduction
factor v/0.1, patience of 5 epochs, minimum learning rate of 5 x 1077, and no cooldown. Batch
normalization was enabled throughout.

For the Permuted MNIST task, we employed a 2-layer MLP with 256 neurons per layer in the target
network and 100 neurons per layer in the hypernetwork. The embedding size was 24, the batch
size was 128, and the learning rate was 0.001. We used 8 = 0.001 and performed training with a
perturbation budget of ¢ = 5==. For the Rotated MNIST experiments, the setup mirrored that of
Permuted MNIST but used an embedding size of 96 and 5 = 0.001. Training on Permuted MNIST
and Rotated MNIST was conducted for 5000 iterations.

Model selection was based on the best validation loss. The optimizer across all experiments was
Adam, and ReLLU was used as the activation function throughout. In all cases, the same adversarial
attack settings were used as in [38]], except that the number of attack iterations for PGD and
AutoAttack was not specified in that work; we defaulted to 10 iterations for consistency across
evaluations. Experiments were conducted on NVIDIA RTX 4090 and A100 GPUs. Full details of the
hyperparameter grid search are provided in the Appendix [C]

Metrics We evaluate performance using two standard metrics in continual learning: average accu-
racy (ACC) and backward transfer (BWT). Average accuracy is computed as ACC = % ZtT:l Ry,
where R7, denotes the test accuracy on task ¢ after training on the final task 7". Backward transfer
is defined as BWT = ﬁ f;ll (Rpt — Ry ), measuring the influence of learning new tasks on
performance over previously learned ones. To assess continual learning performance, we evaluate
accuracy on the test sets of all prior tasks.

Results Tables[T] 2] and [3|present the average classification accuracy (ACC) and backward transfer
(BWT) achieved by SHIELD and a range of baseline methods after sequential learning across all
tasks for the Permuted MNIST, Rotated MNIST, and Split CIFAR-100 benchmarks.

Table 1: Comparisons of ACC and BWT after learning all the tasks on the Permuted MNIST dataset.

Permuted MNIST

Method AutoAttack PGD FGSM Original samples

ACC(%) ACC(%) ACC(%) ACC(%) BWT
SGD 14.1 15.4 21.8 36.8 -0.66
SI 14.3 16.5 223 36.9 -0.67
A-GEM 14.1 19.7 229 48.4 -0.54
EWC 39.4 43.1 50.0 84.9 -0.12
GEM 12.1 75.5 72.8 96.4 -0.01
OGD 19.7 24.1 26.0 46.8 -0.57
GPM 70.4 72.9 65.7 97.2 -0.01
DGP 81.6 81.2 75.8 97.6 -0.01

SHIELD 85.64+1.32 90.02+0.8 7887+2.06 93.58+0.52 0.02+0.01

On the Permuted MNIST dataset (Table , SHIELD outperforms all baselines across all adversarial
attack settings. Specifically, it achieves 85.64 + 1.32% ACC under AutoAttack, 90.02 £ 0.8%
under PGD, and 78.87 £ 2.06% under FGSM, along with 93.58 £ 0.52% on clean/original data.
Notably, SHIELD is the only method showing positive backward transfer, with a BWT of 0.02 + 0.01,
indicating it not only avoids catastrophic forgetting but also improves over past tasks. Other methods
like DGP and GPM maintain near-zero BWT but do not surpass SHIELD in adversarial robustness.

On the Rotated MNIST benchmark (Table E]), a similar trend is observed. SHIELD achieves the
highest accuracy under AutoAttack (88.85 £ 0.27%), PGD (92.85 £ 0.16%), and FGSM (83.82 &



Table 2: Comparisons of ACC and BWT after learning all the tasks on the Rotated MNIST dataset.

Rotated MNIST

Method AutoAttack PGD FGSM Original samples

ACC(%) ACC(%) ACC(%) ACC(%) BWT
SGD 14.1 9.9 20.4 323 -0.71
SI 13.9 15.3 20.1 33.0 -0.72
A-GEM 14.1 21.6 24.8 45.4 -0.57
EWC 45.1 49.5 46.5 80.7 -0.18
GEM 11.9 76.5 74.4 96.7 -0.01
OGD 19.7 23.8 23.8 48.0 -0.55
GPM 68.8 71.5 65.9 97.1 -0.01
DGP 81.6 82.6 78.6 98.1 -0.00

SHIELD &88.85+0.27 92.85+0.16 83.82+0.2 95.62+0.06 —0.03+0.05

0.2%). It also performs competitively on clean samples (95.62 £ 0.06%), with a small BWT of
—0.03 £ 0.05, which is comparable to the best-performing methods in this setting.

Table 3: Comparisons of ACC and BWT after learning all the tasks on the Split-CIFAR100 dataset.
Split CIFAR-100

Method AutoAttack PGD FGSM Original samples
ACC(%) ACC(%) ACC(%) ACC(%)

SGD 10.3 12.8 19.4 46.5 -0.49
SI 13.0 15.2 19.8 454 -0.48
A-GEM 12.6 12.9 20.7 40.6 -0.48
EWC 12.6 232 30.5 56.8 -0.35
GEM 21.2 19.4 47.7 60.6 -0.13
OGD 11.8 14.1 18.9 442 -0.50
GPM 34.4 36.6 53.7 58.2 -0.10
DGP 36.6 39.2 48.0 67.2 -0.13

SHIELD 49.78 +£1.06 59.76 £0.77 4537+0.41 64.24+£0.73 —0.34£0.23

On the more challenging Split CIFAR-100 benchmark (Table [3), SHIELD again achieves state-of-the-
art performance under AutoAttack and PGD, with 49.784+1.06% and 59.76+0.77% ACC respectively.
Its clean accuracy (64.24 +0.73%) is close to DGP’s (67.2%), while its BWT (—0.34 +0.23) remains
better than most baselines except GPM and GEM, which however do not match SHIELD’s adversarial
robustness.

The consistently strong performance of SHIELD under adversarial conditions highlights its robustness
across varied continual learning tasks. Importantly, achieving high accuracy on clean/original samples
is non-trivial when training involves large /., perturbations. This robustness-clean trade-off is a
known challenge: stronger adversarial training (with larger perturbation norms) often enhances
defense capability but can moderately degrade clean accuracy due to reduced overfitting capacity and
increased regularization pressure.

Additionally, the lower FGSM accuracy observed in all benchmarks is primarily due to mismatch
in attack strength: FGSM in these evaluations was typically run with a larger e than used during
training. Since FGSM is a single-step attack and less adaptive than PGD or AutoAttack, it becomes
particularly sensitive to such mismatch, leading to lower accuracy in this column.

Taken together, the results confirm that SHIELD not only preserves knowledge over time (as evidenced
by competitive or positive BWT) but also builds adversarially robust representations that generalize
well across tasks.
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A Interval neural network layers

The implementation of linear and convolutional layers in the interval domain is straightforward and
follows the approach described in Section [3.1] of the main paper. However, implementing other
interval layers requires more care and is not as trivial.
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Interval batch normalization Batch normalization in the interval domain is more involved. Instead
of simply normalizing the lower and upper bounds separately, we first concatenate the lower and
upper bounds into a single tensor. We then compute the batch statistics—mean and variance—over
this combined tensor, capturing the distribution of the entire interval. Using these statistics, we apply
the standard batch normalization transformation.

More concretely, given pre-activation interval bounds [z, Z|, we form the concatenated tensor:
Xeoncat = [@7 j]a (18)

and compute the expected mean p and variance o2 over X onea. We then normalize and scale the
interval bounds as follows:

[ T—p  T—p ] (19)
Vo2 +e Vortel’

followed by the affine transformation with learned parameters ~y (scale) and S (shift):

v-[x_“ m_“]w. (20)

Vo2 +e VoZte

Special attention is required to handle the sign of v correctly to maintain valid lower and upper
bounds. If the sign of ~y is negative, the lower and upper bounds must be swapped after scaling to
preserve correct interval ordering.

Interval pooling layers Pooling operations require special treatment in the interval domain. For
max pooling, given an input interval over a pooling window with elements {[z;, Z;]}? ;, the output
interval bounds are computed as:

MaxPool;,y = max z;, MaxPooly,, = max T;, 21

1<i<n 1<i<n

where MaxPool;,, and MaxPools,;, denote the lower and upper bounds of the max pooled interval,
respectively. However, max pooling is non-monotonic with respect to interval bounds, which can
lead to overly loose and unstable interval approximations.

In contrast, average pooling computes the output interval by averaging the lower and upper bounds
across the pooling window:

AvgPool([z,T]) = ll z;, in] . (22)

This method produces a tighter and more stable over-approximation for interval bounds, which is
why average pooling is preferred for interval neural networks.

B Discussion on learnable number of parameters used in SHIELD

Since we use hypernetworks to generate the weights of the target network, the total number of
learnable parameters typically exceeds that of baseline architectures. However, we show that it
is possible to significantly reduce the number of parameters—bringing it in line with standard
models—while still achieving state-of-the-art performance. Importantly, the parameter count of the
target network remains comparable to, or even smaller than, that of baseline models; the overhead
comes solely from the hypernetwork. For the Permuted MNIST dataset, we reduce the number of
learnable parameters to match the number of learnable parameters in [38] by using a hypernetwork
consisting of a 2-layer MLP with hidden dimensions 100 and 50, and an embedding size of 96. The
target network is an MLP with two hidden layers of 50 neurons each. For Rotated MNIST, we use
the same architecture as for Permuted MNIST, but with a smaller embedding size of 24 to reduce the
parameter count accordingly. For Split CIFAR-100, we match the parameter budget from [38] by
setting the embedding size to 512 and using a hypernetwork MLP with two hidden layers of 200 and
50 neurons. Additionally, we reduce the complexity of the target AlexNet by removing two hidden
linear layers, replacing max pooling with a 4 x 4 average pooling layer after the last convolution, and
reducing the final linear layer’s dimension to 100. The total number of learnable parameters used can
be found in Table 4
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Table 4: Comparison of learnable parameters (in millions) between our method and the baseline
methods from [38]], which we refer to simply as "Baseline". Our reduced version achieves comparable
or better performance with a similar or smaller number of parameters.

Method  Permuted MNIST Rotated MNIST  Split CIFAR-100

Baseline 2M 2M 5.5M
SHIELD 2.8M 2.8M 5.6M

Tables[5} [6] and [7] present the average classification accuracy (ACC) of SHIELD and several baselines
after learning all tasks sequentially. The results include performance under three adversarial attacks
(AutoAttack, PGD, FGSM) and on original clean data.

SHIELD consistently achieves state-of-the-art robustness across all benchmarks. On Permuted
MNIST (Table [5), SHIELD achieves 86.53 + 1.57% (AutoAttack), 90.47 £+ 1.36% (PGD), and
79.6 = 1.34% (FGSM), outperforming all baselines under adversarial conditions. Similar trends are
observed in Table [6] for Rotated MNIST, with SHIELD achieving 82.07 & 0.58% (AutoAttack) and
86.32 £+ 0.28% (PGD), and in Tablefor Split CIFAR-100, where SHIELD reaches 47.03 & 0.9%
(AutoAttack) and 56.66 £ 1.04% (PGD).

Table 5: Comparison of ACC after learning all the tasks on the Permuted MNIST dataset. We
averaged ACC results of SHIELD over 5 seeds.

Permuted MNIST
Method AutoAttack PGD FGSM Original samples
ACC(%) ACC(%) ACC(%) ACC(%)
SGD 14.1 15.4 21.8 36.8
SI 14.3 16.5 223 36.9
A-GEM 14.1 19.7 22.9 48.4
EWC 394 43.1 50.0 84.9
GEM 12.1 75.5 72.8 96.4
OGD 19.7 24.1 26.0 46.8
GPM 70.4 72.9 65.7 97.2
DGP 81.6 81.2 75.8 97.6

SHIELD 86.53 £1.57 90.47+1.36 79.6+1.34 90.71+1.8

Table 6: Comparison of ACC after learning all the tasks on the Rotated MNIST dataset. We averaged
ACC results of SHIELD over 5 seeds.

Rotated MNIST
Method AutoAttack PGD FGSM Original samples
ACC(%) ACC(%) ACC(%) ACC(%)
SGD 14.1 9.9 20.4 323
SI 13.9 15.3 20.1 33.0
A-GEM 14.1 21.6 24.8 454
EWC 45.1 49.5 46.5 80.7
GEM 11.9 76.5 74.4 96.7
OGD 19.7 23.8 23.8 48.0
GPM 68.8 71.5 65.9 97.1
DGP 81.6 82.6 78.6 98.1

SHIELD 82.07+0.58 86.32+£0.28 73.39+0.5 93.12+0.22

While SHIELD does not achieve the highest accuracy on clean/original samples, its performance
remains competitive with top-performing methods such as DGP. This modest reduction in clean
accuracy is an expected consequence of two design choices: (1) SHIELD is trained using a relatively
small target network architecture, which limits overfitting to clean data; and (2) stronger adversarial
perturbations (with higher /o, norms) used during training often result in lower clean accuracy
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Table 7: Comparison of ACC after learning all the tasks on the Split CIFAR-100 dataset. We averaged
ACC results of SHIELD over 5 seeds.

Split CIFAR-100

Method  AutoAttack PGD FGSM Original samples
ACC(%) ACC(%) ACC(%) ACC(%)
SGD 10.3 12.8 19.4 46.5
SI 13.0 15.2 19.8 454
A-GEM 12.6 12.9 20.7 40.6
EWC 12.6 23.2 30.5 56.8
GEM 21.2 19.4 47.7 60.6
OGD 11.8 14.1 18.9 44.2
GPM 344 36.6 53.7 58.2
DGP 36.6 39.2 48.0 67.2

SHIELD 47.03+09 56.66+1.04 47.71+£0.86 ©59.36+1.11

but significantly enhance robustness. This trade-off enables SHIELD to maintain a strong balance
between robustness and overall performance, making it a reliable choice for adversarially robust
continual learning.

C Hyperparameter grid search details

To identify the most effective configuration for each dataset, we conducted an extensive grid search
over key hyperparameters, evaluating combinations to maximize validation performance. Below we
summarize the search spaces used for each dataset.

Permuted MNIST. For the Permuted MNIST dataset, the grid search was performed using a 2-layer
MLP with 256 neurons per layer in the target network. As a hypernetwork, we used an MLP, with
architecture defined by the hypernetwork hidden layers parameter. The following hyperparameters
were explored:

* Embedding sizes: 24, 48, 96

* Learning rate: 0.001

* Batch sizes: 64, 128

* Regularization coefficients 3: 0.0005, 0.001, 0.005, 0.01, 0.05

. i i .2 20 25

Perturbation sizes e: 3EE> 35E° 3E0
* Hypernetwork hidden layers (MLP): [100, 50], [200, 50], [100, 100]

* Number of training iterations: 5000
Rotated MNIST. We use the same grid search as for the Permuted MNIST dataset.

Split CIFAR-100. For the Split CIFAR-100 dataset, the grid search was conducted using AlexNet
as the target network and an MLP-based hypernetwork. Batch normalization was enabled, and data
augmentation was disabled. The full hyperparameter search space included:

* Embedding sizes: 128, 256, 512

* Learning rate: 0.001

* Batch sizes: 32, 64

* Regularization coefficients 3: 0.01, 0.05, 0.1

* Perturbation sizes €: 1=, 0.005, 0.01

* Hypernetwork hidden layers (MLP): [200, 50], [100, 50], [100, 100], [100], [200]

* Number of training epochs: 200
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The Adam optimizer was used across all tasks. These grid searches enabled a systematic selection of
optimal configurations for each dataset.
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