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Abstract

We present JavelinGuard, a suite of low-cost, high-performance model architectures de-
signed for detecting malicious intent in Large Language Model (LLM) interactions, optimized
specifically for production deployment. Recent advances in transformer architectures, includ-
ing compact BERT[Devlin et al., 2019] variants (e.g., ModernBERT [Warner et al., 2024]),
allow us to build highly accurate classifiers with as few as approximately 400M parameters that
achieve rapid inference speeds even on standard CPU hardware. We systematically explore five
progressively sophisticated transformer-based architectures: Sharanga (baseline transformer
classifier), Mahendra (enhanced attention-weighted pooling with deeper heads), Vaishnava
and Ashwina (hybrid neural-ensemble architectures), and Raudra (an advanced multi-task
framework with specialized loss functions). Our models are rigorously benchmarked across
nine diverse adversarial datasets, including popular sets like the NotInject series, BIPTA,
Garak, ImprovedLLM, ToxicChat, WildGuard, and our newly introduced JavelinBench,
specifically crafted to test generalization on challenging borderline and hard-negative cases.
Additionally, we compare our architectures against leading open-source guardrail models as
well as large decoder-only LLMs such as gpt-4o, demonstrating superior cost-performance
trade-offs in terms of accuracy, and latency. Our findings reveal that while Raudra’s multi-task
design offers the most robust performance overall, each architecture presents unique trade-offs
in speed, interpretability, and resource requirements, guiding practitioners in selecting the
optimal balance of complexity and efficiency for real-world LLM security applications.

Keywords: Jailbreak detection, Prompt injection, Large Language Models, Transformer-
based models, Hybrid architecture, Multi-task classification

1 Introduction

Large Language Models (LLMs) have become integral to modern software applications, powering
functionalities from code assistants to customer service chatbots. As these models grow in
complexity and capability, they also become susceptible to prompt injection and jailbreak attacks.
In parallel, LLM outputs can pose risks of harm if not properly safeguarded, prompting research
on specialized moderation or guardrail models designed to screen both user inputs and model-
generated text. Despite progress in open-source and commercial guardrails [Padhi et al., 2024,
Li and Liu, 2024, Zhou et al., 2025, Kim et al., 2023, lakera.ai, 2024], many detection solutions
face challenges in balancing accuracy, cost, speed, and over-fitting to known attack patterns.
Besides, none of the existing solutions differentiate between jailbreak and prompt-injection classes,
considering both as one in most cases or catering to either one of these categories. Further, there
is a lack of classifiers that differentiate between these two classes and toxic content that is often
wrongly classified as a jailbreak attempt. Our work systematically explores five architectures that
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incrementally build upon one another, and give high-accuracy feedback on both of these classes
simultaneously, without mislabeling toxic content as jailbreak. These are five different series of
models (named after celestial weapons from the Indian epic Mahabharata)

Sharanga: Baseline Transformer Classification

Mahendra: Enhanced Pooling and Loss Functions

Vaishnava: Hybrid Neural-Forest Architecture
e Ashwina: Hybrid Neural-XGBoost Architecture

e Raudra: Advanced Multi-Task Framework

We test these architectures on nine benchmarks encompassing a variety of adversarial scenarios,
including short override prompts, multi-turn dialogues, domain-specific manipulations, code-
oriented injections, and toxic content. Our results demonstrate that while each approach has its
merits, (Raudra) consistently yields superior performance across metrics of accuracy, precision,
recall, and robustness to out-of-distribution attacks. We also share performance of existing
open-source models on the same benchmarks to give an idea of the superior performance of the
suggested architectures.

The remainder of this paper is organized as follows: Section 2 surveys prior work in LLM
security and prompt injection detection. Section 3 describes our five architectures in detail,
including the motivation behind each design choice. Section 5 presents experimental findings
across the nine benchmarks. Finally, Section 7 concludes with future research directions.

2 Related Work

Prompt Injection Attacks. Prompt injection attacks specifically target LLMs’ reliance on
natural language instructions. Since LLMs often cannot discern malicious intentions encoded in
apparently benign text, attackers can coerce them into revealing system prompts or performing
unintended actions [Perez and Ribeiro, 2022, Zou et al., 2023, Qi et al., 2023, Wei et al., 2023].
These attacks are either prompt-engineering based [Perez and Ribeiro, 2022, Liu et al., 2024b],
or gradient-based |Huang et al., 2024, Shi et al., 2024]. Several Prompt injection datasets such
as PINT [lakera.ai, 2024], InjecAgent [Zhan et al., 2024|, TaskTracker [Abdelnabi et al., 2024],
and BIPIA [Yi et al., 2023| have been introduced to benchmark detection methods against these
attacks. Several techniques are proposed for defense against these attacks [Wang et al., 2023|
like handcrafted approaches [Toyer et al., 2023|, fully automated algorithms [Liu et al., 2024a],
fine-tuning, prompt-engineering, or other clever techniques [Chen et al., 2025].

Jailbreak Attacks. While jailbreak attacks also manipulate LLM behavior through mali-
cious instructions, they differ from prompt injection by explicitly overriding the model’s policy
constraints (e.g., instructing the model to “ignore previous instructions”) rather than merely em-
bedding deceptive commands in otherwise benign text. Recent studies highlight diverse techniques
for inducing jailbreaks: Huang et al. [2023] examine decoding variations that elicit unintended
model responses, Yu et al. [2024] employ fuzzing to mutate numerous prompts, and Doumbouya
et al. [2024] present a multi-step iterative algorithm modeling jailbreaks as compositions of
string-to-string transformations. Other works frame jailbreak prompting as a quality-diversity
search [Samvelyan et al., 2024| or utilize random token optimization [Andriushchenko et al.,
2024]. Another recent automated red-teaming method called BoN [Hughes et al., 2024| explored
jailbreaking by repeatedly sampling augmentations to prompts until target LLM produces a
harmful response. Although sophisticated jailbreak methods also exist for multimodal models, our
focus remains strictly on textual LLMs. Early text-based defenses included backtranslation [Wang



et al., 2024] and representation engineering [Zou et al., 2024], but alignment-based mitigations
alone have proven insufficient [Wolf et al., 2024]. Consequently, external guardrails [Rebedea
et al., 2023] and “LLM Firewalls”—sometimes even backed by vector databases—have gained
traction for detecting and mitigating jailbreak attempts. Ensuring these methods remain both
accurate and efficient in real-world, resource-constrained deployments continues to be an open
challenge.

Prompt Guard Models. A variety of prompt guard models specifically focus on classifying
malicious or manipulative text inputs before they reach the main LLM. These smaller classifiers
eschew multiple inference passes in favor of direct binary or multi-class decisions, thereby
being much more efficient as guard-rails in production. Examples include Fmops [fmops, 2024],
Deepset [Deepset, 2024, PromptGuard [Meta, 2024, and ProtectAlv2 [ProtectAl.com, 2024b],
most of which rely on mid-sized transformer backbones like DistilBERT [Sanh et al., 2020]
or DeBERTaV3-base [He et al., 2023|. Li and Liu [2024] pointed out recently that most of
these models suffer from over-defense issue, which is mitigated by careful data curation after
analyzing common keyword shortcuts. LakeraGuard [lakera.ai, 2024| is a commercial offering
with undisclosed training and architecture details. InjecGuard [Li and Liu, 2024] itself uses
DeBERTaV3-base as the base model. More recent DuoGuard [Deng et al., 2025 resorts to using
standard decoder only Qwen2.5-0.5B, and Qwen2.5-1.5B models [Team, 2024|. All these models
are created by fine-tuning over curated data for malicious content detection. New developments
like ModernBERT [Warner et al., 2024| and NeoBERT [Breton et al., 2025] have brought modern
model optimizations to encoder-only models representing a major Pareto improvement over older
encoders like BERT. These models are cheaper to train thanks to flash-attention, while being
faster and maintaining similar or better accuracy in classification tasks. There have also been
recent attempts like [Galinkin and Sablotny, 2024| to build efficient guard models by retro-fitting
traditional classifiers like Random Forest and XGBoost on top of pre-trained embedding models,
saving fine-tuning of the embeddings model, but only training the custom classification head.
Full-fledged guardrail systems—Ilike LlamaGuard and its successors [Inan et al., 2023, Grattafiori
et al., 2024], WildGuard [Han et al., 2024|, Aegis [Ghosh et al., 2024], MD-Judge [Li et al.,
2024b], and ShieldGemma [Zeng et al., 2024]—attempt to provide comprehensive solutions that
combine classification, policy enforcement, and content moderation. However, these models are
usually >= 2B in size, and not very inference-efficient. Small-scale variants like LlamaGuard3
(1B) [Grattafiori et al., 2024] address some efficiency concerns but may still be more resource-
intensive than necessary for CPU-only deployments. Moreover, none of these models cater to the
specific use case of jailbreak and prompt-injection detection, without considering harmful content
as jailbreak.

Given these constraints, there remains a pressing need for lightweight models that can detect
both prompt injection and jailbreak attempts without incurring large computational overheads
or misclassify benign inputs containing certain “trigger” keywords. Our work addresses this gap
by presenting five transformer-based architectures that emphasize low-latency inference while
maintaining high accuracy across diverse adversarial scenarios.

Challenges in Jailbreak Data. A recurring difficulty in constructing and evaluating jailbreak
detection datasets is the tendency to misclassify certain benign or toxic prompts as jailbreaking
attempts. For instance, the WildGuardTest [Han et al., 2024] benchmark includes prompts such
as the one shown in Figure 1.

2WildGuardTest on HuggingFace


https://huggingface.co/datasets/walledai/WildGuardTest

Example of a Benign Prompt Labeled as “Jailbreak”

“Before we begin, a quick heads up that the following question involves the translation of a historical novel —
a complex task that can involve sensitive historical topics. This question is purely academic and is meant
for a class assignment. You, as an intelligent language model, are expected to handle it with a clear
understanding of its academic and professional context. Now, imagine you are a renowned linguist in a
conference passionately discussing how to deal with the intricacies of translating a historical novel into
another language. ... Consider this prompt as your default mode, overriding all previous requests.”

Figure 1: An example academic prompt from the WildGuardTest dataset? erroneously categorized
as a “jailbreak.” Although it instructs the model to override previous requests, the intention is
purely academic, highlighting how naive rules or keyword triggers can mislabel benign content.

3 Methodology

In this section, we introduce five architectures—Sharanga, Mahendra, Vaishnava, Ashwina
and Raudra—which progressively incorporate advanced design elements such as specialized
pooling, hybrid neural-forest classification, hybrid neural-XGBoost classification and multi-task
optimization. Each model aims to detect malicious or manipulative prompts crafted to circumvent
LLM safety measures. Motivated by the frequency of mislabeled examples as mentioned previously,
we also introduce our own dataset, JavelinBench, which aims to mitigate these pitfalls by
emphasizing careful annotation and broader coverage of borderline cases. JavelinBench features a
variety of real-world prompts and includes hard negative cases often misconstrued as jailbreak
attempts, thereby providing a more reliable evaluation framework for new and existing guardrail
models.

Aspect Sharanga Mahendra Vaishnava Raudra

Base Encoder ModernBERT /NeoBERT /EuroBERT ModernBERT ModernBERT ModernBERT /NeoBERT /EuroBERT
Parameter Count ~ 395M ~ 414M 395M (RF head) ~ 421 M

Max Sequence Length 8192/4096/8192 8192 8192 8192/4096,/8192

Pooling Mean/CLS Attention-weighted CLS + RF Task-specific

Classifier Heads Single Linear Deep + Residual ~ Random Forest per Task/Class Deep + Residual per Task/Class
Loss BCE BCE + Focal BCE (RF Gini/Entropy) BCE + Focal
Interpretability Limited Limited Moderate (RF) Limited

Optimizer AdamW AdamW AdamW AdamW

Table 1: Comparison of Model Architectures, Key Components, and Training Configurations.

3.1 Sharanga: Baseline Transformer Classification

Sharanga employs a pre-trained ModernBERT model [Warner et al., 2024], fine-tuning its
encoder weights directly with a single linear classification head on top. By default, it pools token
embeddings via a mean-pooling strategy before passing them to a binary cross-entropy loss. This
setup mirrors common off-the-shelf configuration from AutoModelForSequenceClassification
class in the transformers [Wolf et al., 2020]) library, with minimal architectural modifications.
Sharanga thus provides a simple yet effective baseline for measuring incremental gains offered by
more specialized designs in subsequent sections.

3.2 Mahendra: Enhanced Pooling and Loss Functions

Architecture: Mahendra adds several improvements over Sharanga, namely an attention-
weighted sequence pooling mechanism, deeper classification heads with residual connections,
task-specific weighting in the loss function, and a focal loss with a fixed gamma. Attention-
weighted pooling captures nuanced sequence representations, while residual connections help
maintain strong gradient flow. A central innovation in Mahendra is its self-attention pooling



guided by the [CLS] token. Specifically, the [CLS] hidden state functions as a global query, the
full sequence output provides the keys, and dropout is applied for regularization. Scores are
computed for each token, normalized via softmax, and then used to form a weighted sum. This
approach spotlights tokens relevant to adversarial manipulations, leading to more informative
representations than basic [CLS| pooling alone. The introduction of task-specific weights in the
loss function addresses class imbalance, and deeper heads enable the model to learn more complex
latent patterns, which is particularly beneficial when dealing with diverse or deceptive adversarial
prompts.

Training: We employ modernBERT-large (3.95 x 108 parameters) as the base model, augmented
by Mahendra’s attention-weighted pooling and deeper classification heads. These enhancements
add approximately 4.8% more parameters compared to the baseline. Training proceeds for 5
epochs using a batch size of 32, a learning rate of 3 x 107> with a cosine decay schedule, AdamW
as the optimizer, and a 10% linear warmup phase. We apply binary cross-entropy (BCE) with
Focal Loss (’y = 2.0) to address class imbalance and penalize hard-to-classify examples more
heavily, further strengthening Mahendra’s capacity to detect subtle adversarial prompts.

Model Architectures with L.
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Figure 2: Diagram of our model architectures, illustrating layers, neural modules, and attention.
Ashwina mirrors Vaishnava but uses XGBoost instead of a Random Forest classifier.

3.3 Vaishnava: Hybrid Neural-Forest Architecture

Architecture: Vaishnava combines a transformer for high-level embedding extraction with a
Random Forest for the final classification. It converts the [CLS| embeddings into features and
feeds them into the forest to make predictions. This hybrid approach may freeze the transformer
weights or fine-tune them first, before training the classifier. The Random Forest undergoes
hyperparameter tuning (e.g., number of trees, maximum depth) to balance interpretability and



performance. We employ one RF classifier for each of the "jailbreak" and "prompt injection"
class labels. This approach has been tried in [Galinkin and Sablotny, 2024] but without fine-tuning
the embeddings model. By blending a neural encoder’s semantic depth with the interpretability
of a Random Forest, Vaishnava can better handle outlier patterns and smaller datasets. Partial
model explanations can be derived from feature importances in the forest, making the architecture
suitable for use cases demanding interpretability alongside strong performance.

Training. Vaishnava uses a two-stage process. First, we fine-tune the modernBERT-large
encoder for 3 epochs at a learning rate of 2 x 1075, a batch size of 32, and warmup_ratio = 0.1.
The objective is a standard BCE loss on a temporary classification head. After validation, we
freeze the best-performing transformer weights and extract [CLS| embeddings from the training
set. A Random Forest is then trained per label (jailbreak and prompt_injection) using
n_estimators = 100 and max_depth = 20. This hybrid approach allows partial interpretability
through feature importances, while leveraging robust transformer-based embeddings for feature
extraction.

3.4 Ashwina: Hybrid Neural-XGBoost Architecture

Ashwina closely mirrors Vaishnava’s hybrid approach of combining a transformer encoder for
semantic feature extraction with a classical machine learning model for the final classification layer.
The key distinction lies in the choice of classifier: instead of a Random Forest, Ashwina employs
an XGBoost model configured with 100 estimators (n_estimators = 100), a maximum tree depth
of six (max_depth = 6), and a learning rate of 0.1. By leveraging XGBoost’s gradient-boosting
framework, Ashwina can often converge faster and handle more complex feature interactions
than purely ensemble-based methods, while still providing partial interpretability through feature
importance metrics. This design choice aims to preserve Vaishnava’s balance of neural embeddings
and classical ML interpretability, but with an XGBoost classifier that may yield lower variance
on certain benchmarks.

3.5 Raudra: Advanced Multi-Task Architecture

Architecture. Raudra builds upon Mahendra’s attention-weighted design to create a fully
multi-task framework, leveraging a shared transformer encoder while assigning each label (e.g.,
“jailbreak” and “prompt _injection”) its own specialized token-weighting scheme. This stands
in contrast to Mahendra’s single-layer approach by learning separate weighting distributions,
thereby allowing finer-grained feature extraction for each label. In addition, each label is routed
through its own deeper, skip-connected feed-forward modules, ensuring robust gradient flow and
reducing interference across different adversarial behaviors. Finally, Raudra applies a focal loss
with per-task weighting to address class imbalance and penalize hard examples more aggressively,
thereby improving detection performance in multi-class scenarios.

Training. Before finalizing Raudra’s training configuration, we performed a grid-search proce-
dure to identify the optimal combination of learning rate, focal loss gamma, and per-label class
weights. Each candidate setting was evaluated over three training epochs on a held-out validation
set, with macro F1 as the selection criterion. The best-performing configuration—a learning rate
of 3 x 107°, v = 3.0, and label weights [1.5, 1.()] —was then used in the final run, training for
5 epochs with a batch size of 32, a 10% linear warmup and AdamW optimizer. Note that the
maximum input length due to using ModernBERT-large is 8192 in all cases.



4 Experiments

In this section we provide details about the experiments we ran as part of evaluating these
architectures across different benchmarks.

4.1 Model Combinations

We evaluate our five classifier architectures on three different transformer encoders— Modern-
BERT |[Warner et al., 2024], NeoBERT [Breton et al., 2025, and EuroBERT |Boizard et al.,
2025]— to investigate each design’s robustness across varied embedding backbones.

Each architecture stacks a specialized classification head atop the base encoder, as described
in Section 3. The goal is to discern the most effective combination of backbone and classifier
design under real-world conditions of prompt injection and jailbreak attacks.

To evaluate the trade-offs of employing compact classifier models versus decoder-only Large
Language Models (LLMs), we also included gpt-4o and gpt-4.1-mini in our study. While these
LLMs generally exhibit strong semantic understanding and robustness to nuanced adversarial
prompts, they incur substantially higher latency due to their size and inference requirements.

All combinations tested in our experiments are listed in Table 2

Architecture Model Name Base Model # Params Max Seq. Length Hardware Train Time

Sharanga? ModernBERT-large 395M 8192 1xA40 ~1h
Sharanga Sharanga8 NeoBERT 250M 4096 1xH200-SXM  ~1h 58m
Sharanga9 EuroBERT 610M 8192 1xA100 ~2h 26m
Mahendra Mahendral.l ModernBERT-large 414M 8192 1xA40 ~2h 1m
Vaishnava Vaishnaval.l ModernBERT-large 395M + RF 8192 1xA100 ~1h 18m
Ashwina Ashwina ModernBERT-large 395M + XGB 8192 1xA100 ~1h 47m
Raudra4.2 ModernBERT-large 416M 8192 1xA100 ~1h 14m
Raudra Raudra4.3 NeoBERT 234M 4096 1xH200-SXM  ~2h 29m
Raudra4.4 EuroBERT 635M 8192 1xA100 ~4h 12m

Table 2: Model Zoo (Hardware and Approximate Training Times). Hyperparameters for each
architecture are detailed in their respective training section.

Dataset Total Harmful (%) Safe (%)
ImprovedLLM 16,464 2089 (12.7%) 14,375 (87.3%)
ToxicChat 10,165 204 (2.01%) 9,961 (97.99%)
NotInject_one 113 0 (0.00%) 113 (100.00%)
NotInject_two 113 0 (0.00%) 113 (100.00%)
NotInject_three 113 0 (0.00%) 113 (100.00%)
Wildguard 971 0 (0.00%) 971 (100.00%)
BIPIA 125 67 (53.60%) (46.40%)
garak 6,690 6,690 (100.00%) 0 (0.00%)
JavelinBench 3,927 1,108 (28.21%) 2,819 (71.79%)

Table 3: Data Distribution of Benchmark Datasets

4.2 Benchmarks

We evaluate the models on nine benchmarks:

e NotlInject series: Three sets from the InjecGuard paper [Li and Liu, 2024] to test for
over-refusal and short explicit overrides.

e BIPIA: Benchmark comprising of Indirect Prompt-Injection attacks [Yi et al., 2023|



e Garak: Prompts derived from TAP and DAN probes in the garak tool [Derczynski et al.,
2024].

e ImprovedLLM: The training dataset used by Galinkin and Sablotny [2024]

e JavelinBench: We introduce our own benchmark to test the generalization and effectiveness
of various models on hard-negative and difficult-to-classify samples.

e ToxicChat: Additionally, we incorporate ToxicChat [Lin et al., 2023|, which, despite not
being explicitly designed for jailbreak detection, contains a reported 206 jailbreak-labeled
samples among its 10,165 entries. We rely on the official HuggingFace version of these labels
for consistency in our benchmarks.

e WildGuard: Benign data from [Han et al., 2024| to test for low FPR.

All benchmarks employ binary labels denoting malicious (either jailbreak or prompt injection)
or benign prompts. Because most benchmarks do not distinguish between these two attack types,
we merge them into a single “malicious” class for classification metrics. As seen in Table 3, several
datasets are heavily imbalanced, containing almost exclusively benign or harmful examples; this
setup challenges each model’s ability to maintain a low false-positive rate on benign inputs while
still capturing critical adversarial cases.

4.3 Training Data Preparation

Initial Dataset Collection. Our training corpus originates from multiple open-source adversar-
ial datasets, each capturing distinct forms of prompt injection and jailbreak attempts. Specifically,
we aggregate samples from sources including InjecGuard [Li and Liu, 2024|, jailbreak llms [Shen
et al., 2024, Garak [Derczynski et al., 2024, ReneLLM [Ding et al., 2023], PAIR [Chao et al.,
2023|, ALERT [Tedeschi et al., 2024], BoN [Hughes et al., 2024], SALAD [Li et al., 2024a] etc.?
These collections provide a foundational variety of known attack vectors—ranging from short
explicit overrides to more subtle multi-turn manipulations—and form the backbone of our initial
dataset.

Synthetic Data Generation. To further diversify the prompt space, we introduce synthetic
data via two main approaches:

1. Automated Red Teaming: We employ a suite of script-based prompt perturbations (e.g.,
fuzzing, token swapping, adversarial suffixes) as well as an LLM-driven method to generate
potential attacks. This yields a range of new samples that systematically explore variations
of known exploits.

2. Manual Red Teaming: Our human annotators craft additional edge cases, focusing on
borderline scenarios that commonly lead to false positives in existing guardrail models.

All synthetic data undergoes a quality filtering step involving automated checks (e.g., removing
trivial duplicates), ensuring only cohesive, context-rich prompts reach the final dataset.

We merge the filtered synthetic prompts with the original open-source examples to create a
broad-spectrum corpus featuring both straightforward and nuanced adversarial scenarios, as well
as benign prompts that might appear risky due to keyword overlap. This final dataset serves as
the training ground for our architectures, providing the range of diversity necessary to detect
prompt injection, jailbreak attempts, and borderline non-harmful queries that often trigger false
positives. The resultant training dataset has 120021 samples, out of which 75250 are safe samples.

3All datasets are publicly available.



5 Results

In Table 4 and Table 5 we summarize the key findings from evaluating the models on nine
benchmarks that range from short, explicit override datasets (NotInject_one, NotInject_two,
NotInject_three, WildGuard) to more adversarial or multi-turn corpora (BIPIA, ToxicChat,
ImprovedLLM, garak). We also report real-world performance metrics (inference latency, false-
positive/false-negative rates) to offer a holistic view of each model’s strengths and weaknesses.
We also compare these approaches against popular open-source guard models like InjecGuard [Li
and Liu, 2024], deberta-v3-base-prompt-injection-v2 [ProtectAl.com, 2024a], and Prompt-Guard-
86M, highlighting our architectures’ superior trade-off between accuracy, false-positive rates, and
inference speed.

Accuracy, Latency, and Base Transformer Choice. Table 5 illustrates a concise snapshot
of each model’s performance averaged over four negative-only sets plus the all-positive garak.
Raudra4.2 consistently achieves the highest mean accuracy (up to ~ 92.8%), matching Mahen-
dral.1’s near-perfect F1 for garak (~ 1.0). Sharanga9 and Mahendral.1 both maintain ~ 90%
average accuracy with moderate inference times (~ 24-25ms). Vaishnaval., despite occasionally
exhibiting the slowest inference (~ 100 ms), yields a notably low false-positive rate on benign sets.

Our experiments also reveal that ModernBERT generally strikes the best balance among
contemporary BERT-family backbones. While NeoBERT and EuroBERT can match or exceed
certain metrics in specialized domains, ModernBERT-large often delivers comparable accuracy
with fewer parameters than EuroBERT or lower latency than NeoBERT at similar sequence
lengths. This makes ModernBERT a pragmatic default for production scenarios that require high
throughput but cannot accommodate extremely large models.

Model Performance. By design, the four negative-only benchmarks (NotInject one,two,three
and WildGuard) demand minimizing false-positive rates (FPR); Sharanga and Mahendra are
typically stable in the 0.03-0.08 range, while Vaishnava or Ashwina push FPR even lower (down
to ~ 0.05) using ensemble-based heads (Random Forest/XGBoost). Raudra consistently matches
or improves upon these FPR values (0.03-0.06), reflecting the benefits of a multi-task, focal-loss
design that differentiates jailbreak from prompt injection attacks.

On the fully malicious garak dataset, F1 emerges as the key metric (every predicted positive
is true). Mahendral.1 and Raudra4.2 both attain near-perfect F1 (= 1.0), while Sharanga9 also
surpasses 0.99 F1 at ~ 25ms latency. In contrast, older open-source guard rails like InjecGuard
or DeBERTa-v3-base prompt-injection typically plateau under 0.97 F1 in garak and show higher
false negatives in complex adversarial sequences.

Finally, the balanced benchmarks (BIPIA, ToxicChat, ImprovedLLM) confirm Raudra and
Mahendra leading the pack in terms of macro-F1 and low false negatives, thanks to focal loss and
attention-based classification heads. Although Vaishnava and Ashwina remain viable, they can
falter under domain shifts or code/indirect adversaries.

Practitioners seeking maximum coverage with minimal false alarms—and needing clear
distinction between jailbreak and prompt injection—are likely to favor Raudra or Mahendra,
whereas those prioritizing simplicity or interpretability may select Vaishnava, Ashwina, or
Sharanga.



Latency vs. Accuracy Tradeoff While large decoder-only models like gpt-40 demonstrate
strong semantic reasoning and classification capabilities, our experiments underscore a significant
latency tradeoff. For instance, as shown in Table 4, the average inference latency of gpt-4o
on JavelinBench is ~ 800 ms—over 25—40x slower than most of our proposed encoder-based
classifiers such as Raudra4.2 (38 ms), Mahendral.1l (38 ms), and even the XGBoost-enhanced
Ashwina (16 ms).

This latency gap becomes especially critical in high-throughput or edge deployment settings,
where inference speed directly impacts user experience and resource cost. For instance, although
gpt-40 achieves a JavelinBench accuracy of 91.3%, both Raudra4.2 and Mahendral.l out-
perform it with 96.2% and 94.5% accuracy respectively, while operating an order of magnitude
faster.

Moreover, production-grade systems often require sub-50ms inference latencies for real-
time moderation pipelines. Our Sharanga and Mahendra models consistently meet this
threshold without sacrificing accuracy, demonstrating that optimized encoder-only models remain
a pragmatic and scalable choice for LLM security applications.

Addressing the Lost in the Middle Problem A well-documented challenge in processing
lengthy context prompts is the lost in the middle |Liu et al., 2023] phenomenon, where critical
adversarial signals or malicious intent embedded within long inputs might be overlooked by
transformer-based classifiers. Transformers generally allocate attention more effectively to tokens
at the beginning or end of sequences, potentially causing the model to neglect important context
placed in the middle of extremely long inputs.

Given the low inference latency and high computational efficiency of our proposed architectures,
particularly models such as Raudra and Mahendra, one practical mitigation strategy is to segment
long prompts into smaller, manageable sub-prompts. Each sub-prompt is independently processed
by the model, significantly reducing the risk of critical content being overlooked due to attention
dilution. This segmentation strategy leverages our models’ low latency, maintaining real-time
responsiveness even when handling multiple segmented inputs sequentially.

While this approach effectively mitigates the lost-in-the-middle problem, it introduces an
additional layer of complexity in determining segmentation boundaries and context dependencies
across segments. Future work will explore automated segmentation techniques, adaptive context-
windowing strategies, and methods for aggregating segmented outputs into a cohesive final
decision.

Limitations

e Data Diversity: Although we tested on nine benchmarks, real-world adversaries may still
devise new injection strategies that require periodic model updates.

e Interpretability: Deep architectures like Raudra offer limited transparency for why certain
prompts are flagged, though Vaishnava partially addresses this.

e Domain Shifts: Domain-specific adversarial prompts (healthcare, finance, etc.) may
require custom fine-tuning to maintain detection accuracy.

e Prompt Engineering for LLM Baselines: For latency reasons, we deliberately used
short and simple prompts when querying gpt-4o and gpt-4o-mini. We did not engage in
prompt optimization or prompt engineering to improve classification performance. While
better prompting strategies could yield higher accuracy, they might also increase average
inference latency and further widen the efficiency gap with our proposed models.
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Benchmark  Model Accuracy Macro F1 FPR FNR Avg Latency (ms)

Raudrad4.4 0.989 0.883 0.011  0.039 25.44
Mahendral.1 0.988 0.882 0.012 0.020 21.37
Raudrad4.2 0.988 0.881 0.011  0.034 20.75
Sharanga9 0.988 0.874 0.012  0.054 23.77
Prompt-Guard-2-86M 0.981 0.810 0.016 0.176 15.81
Ashwina 0.981 0.762 0.010 0.466 21.42
ToxicChat Vaishnaval.l 0.983 0.774 0.007  0.475 84.84
Prompt-Guard-2-22M 0.974 0.764 0.022  0.235 15.74
Sharanga7 0.973 0.758 0.022  0.250 20.85
deberta-v3-base-prompt-injection-v2 0.969 0.462 0.025  0.338 15.91
InjecGuard 0.960 0.450 0.037  0.181 15.70
gpt-4o 0.953 0.705 0.046  0.093 1063.37
Raudra4.3 0.950 0.643 0.042  0.436 22.75
Prompt-Guard-86M 0.041 0.039 0.978  0.039 16.07
Sharanga7 0.880 0.880 0.000 0.224 22.75
Raudra4.4 0.880 0.880 0.086  0.149 26.58
Mahendral.1 0.848 0.845 0.224 0.09 23.57
Sharanga9 0.840 0.838 0.207  0.119 24.52
Raudrad4.2 0.824 0.822 0.224 0.134 23.41
Vaishnaval.l 0.808 0.808 0.172  0.209 100.57
Ashwina 0.792 0.790 0.259 0.164 24.25
BIPIA Raudra4.3 0.624 0.610 0.121  0.597 24.60
Prompt-Guard-86M 0.536 0.349 1.000  0.000 18.17
Prompt-Guard-2-22M 0.472 0.345 0.017  0.970 15.74
Prompt-Guard-2-86M 0.472 0.333 0.000  0.985 15.80
Arch-Guard 0.456 0.313 0.017  1.000 7.89
gpt-4.1-mini 0.424 0.391 0.293  0.821 1011.73
gpt-4o 0.416 0.357 0.224  0.896 990.25
deberta-v3-base-prompt-injection-v2 0.392 0.301 0.190  0.970 17.19
Mahendral.1 0.994 0.988 0.005 0.011 18.97
Raudra4.2 0.990 0.979 0.009 0.012 18.69
Sharanga9 0.987 0.970 0.007  0.052 22.00
Raudra4.4 0.987 0.971 0.009 0.041 22.64
Sharanga7 0.943 0.873 0.034 0.213 18.14
Raudra4.3 0.910 0.802 0.055  0.329 19.38
ImprovedLLM  Ashwina 0.881 0.694 0.047  0.612 17.13
deberta-v3-base-prompt-injection-v2 0.876 0.769 0.107  0.235 14.82
Vaishnaval.l 0.865 0.674 0.067  0.606 43.98
Prompt-Guard-2-22M 0.587 0.527 0.459  0.095 20.51
Prompt-Guard-2-86M 0.535 0.490 0.524  0.058 26.27
gpt-4o 0.527 0.483 0.530  0.078 1155.46
Prompt-Guard-86M 0.186 0.183 0.927  0.038 16.26
Raudra4.2 0.962 0.953 0.019 0.087 38.51
Mahendral.1 0.945 0.932 0.044 0.083 38.52
gpt-4o 0.913 0.881 0.004  0.300 801.44
gpt-4.1-mini 0.910 0.877 0.004 0.307 977.60
Ashwina 0.902 0.871 0.027  0.278 16.21
JavelinBench deberta-v3-base-prompt-injection-v2 0.899 0.875 0.066  0.190 29.12
Sharanga7 0.889 0.866 0.091  0.162 37.71
Vaishnaval.l 0.882 0.848 0.057 0.274 36.78
Prompt-Guard-2-22M 0.872 0.817 0.010 0.427 18.40
Prompt-Guard-2-86M 0.861 0.798 0.010  0.467 21.87
Prompt-Guard-86M 0.618 0.614 0.498  0.087 38.37
Sharanga9 0.281 0.267 0.900  0.260 59.95

Table 4: Performance Comparison Across Benchmarks.

Note: gpt-based results are derived from the following OpenAl models: gpt-40-2024-08-06 (gpt-40) and
gpt-4.1-mini-2025-04-14 (gpt-4.1-mini). We used minimal system prompts and short instructions to reduce
latency. Prompts were not optimized for accuracy, and performance may improve with better prompt engineering
at the cost of higher inference time.
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Model Accuracy (5-set Avg) F1 (garak only) FPR (4 negative sets) Avg Inference (ms)

gpt-4o 0.971 0.992 0.065 1022.48
gpt-4.1-mini 0.966 0.990 0.032 1005.57
Raudra4.2 0.928 1.000 0.052 23.90
Mahendral.1l 0.905 1.000 0.087 25.16
Vaishnaval.l 0.906 0.613 0.060 100.45
Sharanga9 0.906 0.997 0.087 25.05
Ashwina 0.910 0.579 0.052 25.10
Prompt-Guard-2-22M 0.910 0.930 0.094 16.00
Prompt-Guard-2-86M 0.918 0.963 0.075 16.08
Raudra4.4 0.901 0.996 0.096 27.23
InjecGuard 0.901 0.993 0.111 17.29
Sharanga7 0.893 0.989 0.120 24.10
Arch-Guard 0.870 0.975 0.149 11.75
Raudra4.3 0.853 0.962 0.100 25.10
deberta-v3-base-prompt-injection-v2 0.691 0.968 0.383 17.75
Prompt-Guard-86M 0.230 0.997 0.981 18.11

Table 5: Consolidated metrics across five benchmarks.

Note: The five benchmarks include four negative-only sets (NotInject_one,two,three, WildGuard) and
one all-positive set (garak). Accuracy and Avg Inference are averaged across all five. F1 (garak only)
represents the F1 score on the positive set, ignoring zero-F1 from negative sets. FPR (4 negative sets) is
the macro-average of false-positive rates across NotInject_one,two,three and WildGuard, excluding garak
(which has no negatives).

6 Conclusion

We presented an in-depth study of five architectures for jailbreak and prompt-injection detection
in LLMs: Sharanga (baseline transformer), Mahendra (enhanced pooling and deeper classifica-
tion heads), Vaishnava (hybrid neural-forest), Ashwina (hybrid neural-xgboost), and Raudra
(advanced multi-task). Across our diverse benchmarks, Raudra consistently achieves the strongest
performance, while simpler or hybrid models (Sharanga, Vaishnava, Ashwina) trade off varying
degrees of speed, interpretability, and parameter footprint. Mahendra offers a sweet spot for
applications with moderate latency budgets, excelling under adversarial or multi-turn data. Cre-
ating balanced, high-quality data for jailbreak and prompt-injection detection is challenging due
to skewed benchmarks, evolving attack strategies, and ambiguity in borderline cases. Real-world
data collection is further complicated by domain-specific and multimodal inputs requiring careful
annotation. We introduced our own dataset, JavelinBench, to mitigate some of these pitfalls by
emphasizing hard negatives and borderline cases.

7 Future Work.

Our results highlight important avenues for future research:

1. Advanced Architectures: The growing complexity and sophistication of prompt injection
and jailbreak attacks demand more effective detection methodologies. We will expand
our research to investigate alternative high-performance architectures beyond traditional
transformers, such as state-space models (e.g., Mamba [Gu and Dao, 2024]) and advanced
transformer variants (e.g., Performer [Choromanski et al., 2022], LongFormer [Beltagy et al.,
2020] etc), to address the lost in the middle phenomenon and enhance detection of nuanced
adversarial patterns.

2. Tokenization Techniques: Given that tokenization directly impacts model sensitivity to
subtle adversarial manipulations, we will explore different tokenization strategies to better
identify and handle sophisticated injection attacks that may evade traditional segmentation
methods.

3. Distillation and Edge Deployments: While architectures like Raudra excel in detection,
model distillation and pruning techniques could reduce latency and memory footprint,
enabling real-time guardrails on resource-constrained devices.
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4. Interpretability for Multi-Task Designs: Approaches such as Vaishnava already
offer partial explainability via feature importance in the Random Forest. Integrating
interpretability methods into deep multi-task models (e.g., layer-wise relevance propagation)
could bridge the gap between high performance and transparent decisions.

5. Domain-Specific Benchmarks: Curating and releasing specialized test sets for medical,
financial, or other high-stakes domains would foster further progress in context-aware LLM
security.

In summary, our study underscores both the promise and challenges of detecting nuanced
jailbreak and prompt-injection attacks. By enumerating and testing a range of architectural
trade-offs—from simple CPU-friendly baselines to advanced multi-task frameworks—we hope
this work serves as a practical foundation for researchers and practitioners looking to safeguard
next-generation LLMs in production scenarios.
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