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Abstract

Large language model (LLM) watermarks enable authentication of text provenance, curb
misuse of machine-generated text, and promote trust in Al systems. Current watermarks operate
by changing the next-token predictions output by an LLM. The updated (i.e., watermarked)
predictions depend on random side information produced, for example, by hashing previously
generated tokens. LLM watermarking is particularly challenging in low-entropy generation
tasks — such as coding — where next-token predictions are near-deterministic. In this paper, we
propose an optimization framework for watermark design. Our goal is to understand how to
most effectively use random side information in order to maximize the likelihood of watermark
detection and minimize the distortion of generated text. Our analysis informs the design of
two new watermarks: HeavyWater and SimplexWater. Both watermarks are tunable, gracefully
trading-off between detection accuracy and text distortion. They can also be applied to any LLM
and are agnostic to side information generation. We examine the performance of HeavyWater
and SimplexWater through several benchmarks, demonstrating that they can achieve high
watermark detection accuracy with minimal compromise of text generation quality, particularly
in the low-entropy regime. Our theoretical analysis also reveals surprising new connections
between LLM watermarking and coding theory. The code implementation can be found in
https://github.com/DorTsur/HeavyWater_SimplexWater

1 Introduction

Watermarking large language models (LLMs) counsists of embedding a signal into the text generation
process that allows reliable detection of machine-generated text. Over the past two years, there
have been increasing calls for LLM watermarking by both policymakers [I, 2], 8] and industry [4].
Watermarks enable authentication of text provenance [5], promote trust in Al systems [6], and can
address copyright and plagiarism issues [T, [§]. Ideally, watermarks should be detectable directly from
text without access to the underlying LLM. Watermarks should also be tamper-resistant — i.e., robust
to minor edits or paraphrasing of watermarked text [9] — and incur little degradation in text quality.

LLMs are watermarked by changing their next-token distributions according to random side
information (see Fig. [2| for a visualization). Side information is typically generated by hashing
previous tokens and secret keys, then using the hash to seed a random number generator to produce
a sample s [10} [I1], 12]. The side information s is then used to change the distribution from which
the next token z is sampled. Watermarks are detected by mapping a token = and corresponding side
information s to a score f(x,s). By averaging scores across a sequence of tokens, we can perform
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Figure 1: HeavyWater and SimplexWater demonstrate favorable detection performance (measured by p-
values) with minimal distortion to the base unwatermarked model (measured by Cross-Entropy). See Section
for details.

statistical tests to decide if the text is watermarked. Watermarking is particularly challenging when
the next-token distribution has low entropy, as is often the case in tasks such as code generation [13].

Our goal is to design watermarks that optimally use side information to maximize detection
accuracy and minimize distortion of generated text. Our starting point is a minimax optimization
framework for watermark design. This framework allows us to jointly optimize how side information
is embedded into next-token distributions and the score function used for watermark detection.
When restricting the optimization to binary-valued scores, we uncover a surprising new connection
between LLM watermarking and coding theory: designing minimax-optimal watermarks is equivalent
to constructing codes with large Hamming distance between codewords. We use this finding to design
a new watermark called SimplexWater based on Simplex codes [I14]. In the low-entropy regime,
SimplexWater is optimal across binary watermarks and empirically outperforms competing methods
that use binary scores (cf. Red-Green [I5], and Correlated Channel [16] in Fig. [I).

Next, we relax the binary restriction on the score function. We consider score functions whose
outputs are independently and identically (i.i.d.) drawn from a continuous distribution prior to
the start of watermarking. Interestingly, we show that the Gumbel watermark [I7] is a specific
instantiation of our framework when scores are drawn from a Gumbel distribution. We prove that,
in the low-entropy regime, watermark detection depends on the weight of the tail of the distribution
from which scores are sampled. This observation leads to HeavyWater, whose scores are drawn from
a heavy-tailed distribution. HeavyWater outperforms competing state-of-the-art watermarks in terms
of detection-distortion trade-offs (cf. Gumbel [I7] in Fig. [).

In practice, SimplexWater and HeavyWater are implemented by solving an optimal transport
(OT) problem [I8] that maximizes the expected score across all couplings between the side information
and the next-token distributions. We efficiently solve the OT problem using Sinkhorn’s algorithm
[19]. Since the OT preserves the average next-token distribution, both watermarks are distortion-free,
and a user without knowledge of the side information would not perceive an average change in
generated text. SimplexWater and HeavyWater are also tunable: we provide a simple scheme to
further increase watermark detection accuracy at a small distortion cost by upweighting high-score
tokens.

Our main contributions are:

e We introduce SimplexWater, a binary score watermark rooted in coding theory, and derive
optimality guarantees across all binary-score watermarks.

e We analyze watermarks that use randomly generated score functions drawn from a continuous
distribution, and show that the Gumbel watermark [I7] is a special case of this construction.

e We prove that the detection power of watermarks with randomly generated score functions depends
on the tail of the score function. This leads to HeavyWater, a new watermark whose scores are



randomly drawn from a heavy-tailed distribution.

o We demonstrate the favorable performance of HeavyWater and SimplexWater across an array of
models, datasets, and tasks, relative to state-of-the-art watermarks.

Related Works

We discuss the related work most closely related to ours next, and provide a broader survey of the
watermarking literature in Appendix The first LLM watermark was proposed in [15] — referred to
here as the Red-Green watermark. This method partitions the token vocabulary into two lists, which
are then used to reweigh the token distribution via exponential tilting. The Red-Green watermark
was extended via different random side information generation schemes in [I0]. Watermarking has
since been extensively studied, with more recent work introducing new sampling schemes to improve
watermarking [20] and multi-draft watermark generation methods [2I]. The use of threshold tests
over average scores to detect watermarks — a common paradigm in the literature, a design decision we
make here — was questioned in [22] 23]. [23], in particular, shows that more sophisticated statistical
tests can boost watermark detection. We note that our watermarks can be paired with multi-draft
methods such as [2I] to boost detection, though we do not explore this here.

Distortion-free Watermarking. In watermarking, distortion quantifies how much a watermark
distribution differs from the original LLM output and is a proxy for textual quality. [I7] uses
the Gumbel-max trick to design a distortion-free watermark. This scheme was relaxed to a soft
reweigh of the next-token distribution [24] following the idea from the Red-Green watermark. The
Gumbel watermark achieves excellent performance in our benchmarks, though it is outperformed
by HeavyWater. Another popular distortion-free watermark is [13], which uses inverse transform
sampling. SynthID [I1], in turn, produces watermarked tokens via a strategy called tournament
sampling. This watermark was extensively evaluated in real-world user tests, and we also select it as a
competing benchmark. More recently, [16] proposed a binary-score watermark based on partitioning
the token vocabulary into an arbitrary number of sets, followed by a simple binary test for watermark
detection. The method in [I6] is simple to implement and incurs little runtime overhead. However, it
underperformed both HeavyWater and SimplexWater in our benchmarks. Additional distortion-free
watermarks include [25], which combines a surrogate model with the Gumbel-max trick to boost
watermark detection.

Low-Entropy Watermarks. Several schemes were proposed to address the challenge of
watermarking low-entropy distributions [26], [10]. [27] proposes a resampling method that is applied
to adapt the Red-Green watermark to low-entropy distributions, while [28] turns to semantic
sentence-level watermarks. [29] uses a logit-free method that injects the texts with words from an
input-dependent set, and [30] weights the tokens’ scores according to their entropy. We share a
similar design goal of optimizing the watermark for the low-entropy regime.

In practice, side information will not be perfectly random: it will depend on previous tokens
and a secret shared key through various hashing schemes [15] BI]. Hashing schemes range from
simple max/min operations to elaborate adaptive context windows [II] and semantic hashing [32].
We view side information generation as a separate yet no less important problem. Instead, we focus
on how to optimally use side information, and we develop a principled and theory-guided approach
for watermark design.

2 LLM Watermarking Framework

In this section, we outline an optimization formulation for LLM watermarking. We denote random
variables using capital letters (e.g., X and S), their realizations by lower-case letters (e.g., « and s),
and their distributions by sub-scripted P or @ (e.g., Px and Ps). We consider an LLM with token
vocabulary X = [1: m] £ {1,...,m}. During generation, the ¢-th token is drawn auto-regressively
from a distribution Qx,|x, ... x,_, with support in X. We assume watermarking is performed on a
per-token basis, so we denote Px = Qx,|x,,...x,_, for simplicity.
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Figure 2: Visualization of the components of watermarking design.

Consider two parties: the watermarker and the detector (see Fig. [2)). For each token generated
by the model, both parties share random side information, represented by a random variable S ~ Pg
over a discrete alphabet & = [1 : k]. The watermarker has access to the next-token distribution
Px. Their goal is to change Px using the side information S. The detector, in turn, identifies the
watermark from a sequence of observed tokens and side information pairs (X,.S) and does not know
Px. We divide the watermarking procedure into three main components.

The first component is random side information generation. Both the watermarker and the
detector must produce the same side information S. In practice, this is accomplished by employing
hashing strategies: previous tokens and a secret key are combined and hashed to produce a seed for
a random number generator [I5] [IT]. This generator then serves as the distribution Ps from which
side information S is sampled. Popular hashing strategies consider min, max or sum operations over
some finite context window of previously generated tokens. Note that both the watermarker and the
detector can produce the side information since it only depends on previously generated text and
shared keys.

The second component deals with how randomness is used. We begin by designing a score
function f : X x § — R that maps a token = and corresponding side information s onto a score
f(x,s). The score function f is fixed and known to both the watermarker and the detector. In the
watermarking stage, we use f and the shared randomness s to change the next-token distribution.
Specifically, the watermarker samples from the conditional distribution Py|s—, instead of Px. The
distribution Py|g—, is designed to increase the probability of tokens with high scores f(-,s). We call
the altered distribution Px|g—s the watermarked distribution.

The last component is watermark detection. In the detection stage, the detector receives
a sequence of tokens and side information realizations {(x¢, s¢)}?,, from which they compute a
sequence of scores {f(z, s¢)}7—,. We assume the sequence of tokens is declared as watermarked if the
averaged score %ZLI f(xt,8¢) > 7, where 7 is a threshold that trades off between specificity and
sensitivity of watermark detection. See Figure [2] for a visualization of the watermarking procedure.

Most existing watermarks can be instantiated in terms of the three components above. For
exampleﬂ in the Red-Green watermark [15], S is a sequence of m bits (k = 2™), assigning one bit
per element in the vocabulary z € X. A realization s of side information is used to partition X into
two lists, corresponding to the entries that are drawn as 1 or 0. Tokens marked as 1 (“green list”)
are upweighted, and tokens marked as 0 (“red list”) are downweighted, resulting in the watermarked
distribution Px|g—, from which the next token is sampled. The score function is binary: f(z,s) =1
if x is in the green list determined by s, or 0 otherwise. Detection is done by averaging binary scores
and performing a threshold test.

An Optimization Formulation for Watermarking. Given the framework above, we present an
optimization formulation from which we derive and analyze SimplexWater and HeavyWater. Our
focus is on optimizing the watermarked distribution Px|g and the score function f(z,s) when Pg
is the uniform distribution and we generate a sample S ~ Pg for each token. We also assume
watermark detection is based on thresholding the average score %2;;1 f(x¢, s¢) which, in turn,
acts as a proxy for E[f(X,S)]. When the text is watermarked, this expectation is with respect to

1See Appendix in which we instantiate additional watermarks within the proposed setting.



Pxs = Px|sPs, and otherwise, it is taken with respect to PXPSE| Our goal is to design a pair
(f, Px|s) that maximizes the gap between average score when text is watermarked relative to when
the text is not watermarked.

Watermark performance will inevitably depend on the entropy of the next-token distribution Px
[10] 13]. We focus on low entropy distributions, whose watermarking is considered to be challenging
[30]. Instead of analyzing a specific Px, we optimize watermark performance for the worst-case
distribution in the set Py = {P € A, : max, P(z) < A}, where A,, is the m-dimensional probability
simplex. This set corresponds to all distributions with min-entropy greater than —log A. In our
analysis, we restrict the min-entropy constraint to A € [0.5,1). We make this choice because, in
routine tasks, Llama and Mistral models have over 90% of next token distributions with min-entropy
within this range (see Appendix for measurements and [23] comparable results in other models).

Given the aforementioned assumptions, the optimal score function f and the joint distribution
Px s that maximize detection performance for the worst-case distribution in P, are the solution of
the optimization problem

Dgap(m, b, A, F) = max  min max (IEPX‘SPS [f(X,S)] — Epy p [f(X,S)]). (1)

feF Px €Px Pxs
~— = ~—~—
Score LLM Watermarked

distribution distribution

We call the mazimum detection gap. We restrict the inner maximization in to couplings
between the marginals (Px, Ps), i.e., Px|s induces a joint distribution Px s on X x S whose marginals
are Px and Ps. As a result, the inner maximization is an OT problem [33] [34]. We denote the class
of couplings of (Px, Ps) as Ilx g. By limiting watermarked distributions to couplings, we ensure
that the watermark is distortion-free: we have Eg[Px s] = Px. From the perspective of a user who
does not know S, distortion-free watermarks incur (in theory) no perceptible change in text quality.
In Section [3|, we propose a simple scheme that distorts the coupling solution to further increase Dgyp.

Proposed method. Following the optimization 7 we propose two watermarking schemes in
Sections [3] and [} respectively. Both watermarks differ on the nature of the score function f, but
share the same underlying algorithmic structure given in Algorithm [T] and described next.

Our watermarks receive as input the next-token distribution Py, side information sample s € S,
and a score function f. Given a pair (Px, f), the inner maximization in amounts to an OT
problem between Px and Ps, which is set to be uniform on [1 : k]. The OT problem is given by

Pxg=arg max (Epy, [f(X,5)] —Epyps [f(X,5)]). (2)
Pxs€llx,s
We solve using Sinkhorn’s algorithm [19] (see Appendix for more information on Sinkhorn’s
algorithm). Note that the score function f can be equivalently denoted as the (m x k)-dimensional OT
cost matrix C, which is defined as C,r o = —f(2/, §') for (2/,s") € [1 : m]x[1L : k]. Sinkhorn’s algorithm
yields a coupling Py s, from which the watermarked distribution is obtained via Pxjs—s(:|s) =
k- Px s(-,s). The watermarked distribution is used to sample the next token.

Tilting. The watermarked distribution returned by the OT optimization does not change the
average next-token probabilities. To further increase watermark detectability, we propose a tilting
operation to Px|s—s, which we denote by tilt. The tilting operation increases the probability of
higher scoring tokens, at the cost of incurring distortion to Px|s—s. This is done by increasing the
probability of z € A" with f(z,s) > Ep, ;[f(X,S)] and decrease the probability of » € & with
f(z,s) <Epy ;[f(X,S)]. The amount of tilting (and thereby the level is distortion) is determined
by a parameter § € (0,1). The structure of tilt depends on the structure of f and is later defined for
each watermark separately. See Algorithm [1| for the list of steps.

Detection. Watermark detection is performed as follows: Given a token sequence (z1,...,2,)
and a score f we recover the set of side information samples (s, ..., s,) and compute f(x¢,s;) for
each observed pair (z¢,s;). We declare the text watermarked if the average score = 37" | f(w¢,s;)
exceeds a user-defined threshold 7 > 0 (see Algorithm [2{in Appendix .

20bserve that Px Ps corresponds to the null hypothesis (non-watermarked text): the generated tokens are
independent of the side information.



Algorithm 1 SimplexWater and HeavyWater Watermark Generation

Inputs: Token distribution Py, score function f, side information s, tilting parameter §.
Outputs: Watermarked distribution Py |g—
Calculate OT cost matrix Cpr o = —f(2/,s'), for all (z/,s") € [1:m] x [1: k]
Px g = Sinkhorn (C, Px, Ps), where Ps = Unif([1 : k])
PX\S:s(xls) =k- PX,S(x78)
if § > 0 then
Py|s=s + tilt(Px|s=s, $,0)
Normalize Px|g—s
end if
Return Px|5—;

—_
=

Limitations. As we will see shortly, will inform the design of watermarking schemes with
favorable empirical performance. However, this optimization framework is not without limitations.
First, it is restricted to threshold tests applied to the averaged score, which are potentially suboptimal
[35]. Second, we assume perfect randomness for side information generation, i.e., we can sample a
uniformly distributed and i.i.d. random variable S for each token. When X is not watermarked,
we also assume it is independent of S. In sequential hashing schemes this is not necessarily the
case, since both S and X will depend on previous tokens. We emphasize that generating high-
quality side information remains an important practical challenge relevant to all existing watermarks,
including ours. Nevertheless, from a design perspective, this challenge is somewhat orthogonal to our
guiding question of how to optimally use side information. We examine the impact of non-i.i.d. side
information on our watermark design in Appendix

3 SimplexWater: Watermark Design With Binary Scores

In this section, we consider the class of binary score functions, i.e., F = Fpin = {f : X x S+ {0,1}}.
Within this class, we solve to obtain the optimal binary score function f, and present the
corresponding optimal watermark, which we call SimplexWater. We first present a simplification of
the maximum detection gap in for f € Fpin and the low-entropy regime A € [1/2,1).

Proposition 1. Let A € [3,1). For f € Fyin, define the vector f; = [f(i,1),..., f(i,k)]€{0,1}* for
each i € X. Then,

(1_)\)d]f(fi7fj)’ (3)

Dgap(m, k, A, Foin) = max min
= ) = oax min
where dg(a,b) = Zle 144,20,y denotes the Hamming distance between a,b € {0, 1}* and 14y is the
indicator function.

Remarkably, (3)) is equivalent to a classical problem in coding theory: the design of distance-
maximizing codes! In this problem, the goal is to design a set of m binary vectors of length k£ — called
codewords — with maximum pairwise Hamming distance |14} [36]. There is a one-to-one equivalence
between designing a code with maximum distance between codewords and designing a binary score
function for watermarking LLMs: for a fixed token x, the score function vector [f(z,1),..., f(z, k)]
can be viewed as a codeword. Conversely, a distance-maximizing code can be used to build a binary
score function that maximizes the detection gap. This connection with coding theory allows us to
use classic coding theory results — specifically the Plotkin bound [37] — to derive an upper bound for
Dgap in . This result is stated in the next theorem.

Theorem 1 (Maximum Detection Gap Upper Bound). Consider the class of binary score functions
Fbin and uniform Ps. Then, for any \ € [%, 1), the maximum detection gap can be bounded as

1—
Dgap(makvkafbin) < m( )\)

< Gt (@)



The proof of Theorem [I] is given in Appendix [B:2} For a fixed token vocabulary size m, this
bound remains the same for any choice of k. Therefore, any score function constructed with any &
that achieves this bound is optimal. This observation serves as the starting point for our optimal
watermark design, leading to SimplexWater.

SimplexWater: An Optimal Binary-Score Watermark. The upper bound in is achievable
when the score function is constructed using a simplexr code — a family of codes that attain the
Plotkin bound [38], B9]. A simplex code is defined as follows:

Definition 1 (Simplex Code). For any z,s € [0 : m — 1], let bin(z), bin(s) denote their binary
representations respectively using logy m bits. A simplex code fgm : [0:m —1] x [1:m — 1] — {0,1}
18 characterized by

fsim(, 8) £ dot(bin(z), bin(s)), (5)

where dot(bin(x), bin(s)) £ Ziozgfm bin(z); - bin(s); and bin(v); denotes the ith bit in the binary
representation of v.

We present next SimplexWater, a watermark that employs the simplex code as its score function.
SimplexWater operates according to the steps of Algorithm [1, where the cost matrix is derived from
fsim- Specifically, given a token distribution, side information and the cost matrix derived from fgm,
SimplexWater solves the OT via Sinkhorn’s algorithm to compute the watermarked distribution
Px|s. The optimality of SimplexWater follows directly from its one-to-one correspondence to the
Simplex code that attains the Plotkin bound and is stated formally in the following theorem.

Theorem 2 (SimplexWater Optimality). For any A\ € [%, 1) the mazimum detection gap upper
bound is attained by SimplexWater.

The proof of Theorem [2] is given in Appendix Together, Theorems [1] and [2] imply that
SimplexWater is minimax optimal among all watermarks with binary-valued score functions in the
low-entropy regime.

As outlined in Algorithm [I} we can further increase detection by tilting the watermarked
distribution obtained by SimplexWater. For binary-valued scores, the tilting operation (Alg. [l step
7) is

tilt(Px|s=s:5:0) = Pxjs=s(®,8) (1 4+ 0 - (L{f@,00=1} = L{f(a,s)=0})) - (6)

In Section |5, we show that by adding mild distortion we significantly increase the detection power of
SimplexWater.

4 HeavyWater: Watermarking using Heavy-Tailed Distributions

So far, we restricted our analysis to binary scores, i.e., f(z,s) € {0,1}. In this case, the detection
gap is bounded by m(1 — X)/(2(m — 1)) as shown in Theorem [I] - and SimplexWater achieves this
bound. However, the binary constraint is quite restrictive. Watermarks such as [17] are not restricted
to binary scores — and achieve excellent performance in practice (see Gumbel in Fig. . In what
follows, we relax the binary constraint to improve variation in the score values, enabling us to break
the binary detection barrier and significantly enhance detection performance.

We consider score functions where each score f(x,s) is sampled independently from a continuous
distribution prior to the watermarking processﬂ Remarkably, under this formulation, the popular
Gumbel watermark [I7] emerges as a special case when scores are drawn from a Gumbel distribution
[40]. Our framework allows us to explore a broader class of heavy-tailed distributions that improve
upon the Gumbel approach (Figure .

3A natural first step would be to extend SimplexWater by using g-ary instead of binary codes. This, however,
results in marginal performance gain, as we discuss in Appendix @



HeavyWater: Heavy-Tailed Score Distributions for Improved Detection. Consider the
watermarking setting where we draw each score value f(z,s) i.i.d. from a continuous finite variance
distribution Pp. This score is used in the OT problem in and Algorithm [1] to obtain the
watermarked distribution. Next, we show that the Gumbel watermark [I7] falls into this category of
watermarks when Pr is a Gumbel distribution.

Theorem 3 (Gumbel Watermark as OT). When the score random variables f(x,s), are sampled
i.i.d. from Gumbel(0,1), the solution to the OT problem in converges to the Gumbel watermark
[L7] as |S| = k — oc.

This connection situates the Gumbel watermark within our broader framework . Can the
Gumbel watermark be improved by selecting a different score distribution Pr? Intuitively, a heavy-
tailed Pr (which Gumbel is not) could increase the probability of sampling large values of f(z, s),
thus also increasing the likelihood of watermark detection. To make this intuition precise, we analyze
the maximum detection gap when the score function is randomly generated instead of selected
from a set F.

For fixed |X| =m, |S| =k, and A € [1,1), denote the worst case detection gap achieved by some
fixed distribution Pr as,

D[gfg] (mv k? >‘) = meei%k I}:})?';( (]EPXS [f(X7 S)] - ]EPX Pg [f(X7 S)D (7)

Note that Dgg ] (m, k, A) is a random variable due to the randomness of the f(z, s) samples. We provide
high-probability guarantees on the achievable maximum detection gap for any fixed distribution Pg
in the regime of large k.

Theorem 4 (Detection Gap). Let A € [%, 1), and consider the score difference random variable
A= f(x,s)— f(a',s) for some (x,s) # (a',s), where f(x,s) and f(z',s") are sampled i.i.d. from
Pr. Let the cumulative distribution function of A be F, and let Q = F~! be its inverse. Then,

1
lim D (m, ke \) = [ Q(u)du, (8)
k—oo 1\

Theorem [4| shows that detection performance improves when the distribution of A = f(x,s) —
f(@',s") have heavier tails, where both f(z,s), f(a',s") ~ Pr. We analyze several choices of heavy-
tailed Pp for maximizing fll_ 5 Q(u)du (see details in Append.

HeavyWater: A watermark with heavy-tailed scores. We propose HeavyWater, a watermark
that leverages Theorem [f]and samples the score function from a heavy-tailed distribution. HeavyWater
follows the steps of Algorithm [I] but uses scores that are generated by sampling i.i.d. from a heavy-
tailed Pp prior to generation. We explored several options for selecting Pr. While the Gamma
distribution maximizes (8) across several common heavy-tailed distribution (Appendix , in
practice, we observed that choosing Pr to be lognormal achieved the highest detection accurac
Assuming that Pg is normalized to have zero-mean, the tilting operation in HeavyWater is given by

It (P 5_yr 5 8) = Pl sy (@, ) (1+6 - sign(f(z, ))) -

5 Numerical Experiments

Experimental Setting. We evaluate the detection-distortion-robustness tradeoff of HeavyWater
and SimplexWater following the experimental benchmarking guidelines in Waterbench [41] and
MarkMyWords [42]. We use two popular prompt-generation datasets: Finance-QA [43] (covering
Q&A tasks) and LCC [44] (covering coding tasks). We evaluate on three open-weight models: Llama2-
7B [45], Llama3-8B [46], and Mistral-7B [47]. Implementation details are provided in Appendix [C.4]
and full results, including ablation studies, are presented in Appendix

4Since detection is evaluated via z-scores and p-values which standardize by mean and variance, the specific mean
and variance of the selected distributions do not affect detection accuracy.
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Figure 4: Left: Tradeoff between detection (measured by p-value) and distortion (measured by Cross-
Entropy) — SimplexWater and HeavyWater achieve higher detection rates while preserving token distributions
close to the base unwatermarked model. Right: Detection gained by employing our watermark under various
randomness generation schemes and several sliding window sizes h. Both SimplexWater and HeavyWater
provide a significant improvement of up to 250% and a decrease in distortion.

Baseline Watermarks. We benchmark SimplexWater and HeavyWater against the Gumbel
watermark [17], the Inverse-transform watermark [I3], the Correlated Channel watermark [16], and
the SynthID watermark [I1] with binary scores and K = 15 competition layers. We select these
methods based on code availability or ease of implementation. These watermarks are distortion-free
(i-e., they preserve the average next token distribution). To our knowledge, they also do not have
an out-of-the-box method for trading off distortion with detection accuracy. We also consider the
Red-Green watermark [10], which can be tuned for such trade-offs.

Evaluation Metrics. We use p-value as 300

. . . —e— Red-Green
the primary detection power metric (plotted as . —e— Corrsiated Channel
—log; p) because it offers a threshold-independent & 5, —#— Inverse Transform
. . i) SynthID
measure of statistical power of a watermark. & . G)Lljl:nbel
. . . —
Moreover, p-values are the metric of choice in W 5] 4% —e— SimplexWater (Ours)
Q —A— HeavyWater (Ours)
|41, [42] [15] T3], [TT], 48, 49]. The p-value measures @
the probability of obtaining a given test statistic — § 150
or a more extreme one — under the unwatermarked — ©
(null) distribution. This provides a direct con- 2 100
nection to the false-alarm rate, avoids the need

to choose arbitrary detection thresholds, and is o3 o2 o o6 o7
well-suited for comparing different watermarking Cross-Entropy [nats] («)

schemes on equal footing. When the distribution

of the test statistic is not available, we use a z-test, Figure 3: Our watermarks require fewer tokens to
which approximates the statistic as Gaussian as reach a given detection strength (p-value) with zero
a consequence of the Central Limit Theorem. For distortion.

methods like Gumbel [I7], where the test statistic distribution is known analytically, we use the exact
form. At a generation length of 7" = 300, we observe that the Gaussian approximation provided by
the z-test is very accurate, ensuring that p-values remain reliable even when the exact distribution is
unknown.

Distortion is measured using the estimated cross entropy (CE) between the watermarked and
unwatermarked distribution, defined as —1 3% | log Py (%;), where (Z,)}_, are watermarked tokens
and Px is the LLM’s distribution. This is proportional to relative perplexity — a commonly used
proxy for quality evaluation [2I, 22]. We also measure watermark size, proposed by [42] and
defined as the number of tokens it takes to detect the watermark with a certain p-value. We provide
results for task-specific metrics for generation quality in Appendix [D.5] and [D.7} including document
summarization [50], long-form QA [51], 52|, and code completion [44] as curated by [41].



Detection-Distortion Tradeoff. We compare the tradeoff between watermark detection (p-
value) against distortion (cross entropy). The results are given in Figures [l and We make two key
observations. First, considering watermarks with binary scores, SimplexWater Pareto dominates the
red-green method. Second, HeavyWater provides the top performance along the baseline watermarks,
incurring zero distortion. When we tune the watermarked distribution, both SimplexWater and
HeavyWater obtain significant gains in detection, with mild distortion incurred.

Watermark Size. We consider p = 1073, which corresponds to a 0.1% false-positive rate and
report the average generation length to reach this p value. As seen in Figure [3] where Llama2-7B is
run on Q&A dataset, both the SimplexWater and HeavyWater schemes provide the lowest watermark
size in terms of the number of tokens required to attain a watermark detection strength, as measured
by the p-value.

Gain and Performance Under Hashing. We illustrate how SimplexWater and HeavyWater
can be coupled with different side information generation methods to boost watermark detection. We
consider an experiment in which we replace the Red-Green watermark cost function and watermarked
distribution with ours and report the gain in detection under several seed hashing methods adopted
in [I0]. As seen in Figure simply switching Red-Green (6 = 2) with our methods — while keeping
the same hashing scheme — introduces significant detection gain (up to 250% improvement in the
aggregated — log,, p value).

Additional Results. The following experimental results and ablation studies are included in
Appendix [D} 1) An evaluation on the WaterBench dataset [4I] in which we show that our methods
do not degrade textual quality across an array of generation metrics; 2) A robustness study in which
evaluate tamper resistance of our watermarks, and 3) computational overhead measurements, where
we compare generation wall-clock times of various watermarking schemes.

6 Conclusion

We developed two new watermarking schemes by characterizing and analyzing an optimization
problem that models watermark detection in low-entropy text generation. When restricting attention
to binary scores, we draw connections to coding theory, which we then use to develop SimplexWater.
We prove that SimplexWater is minimax optimal within our general framework. When we sample the
scores i.i.d. at random, we show that watermark detection depends on the tail of the score distribution.
This leads to HeavyWater, where the scores are sampled from a heavy-tailed distribution. We further
show that the Gumbel watermark is a special case of this construction. Both SimplexWater and
HeavyWater demonstrate favorable performance on an array of LLM watermarking experiments when
compared to various recent schemes. An interesting direction for future work is further optimizing
the score function. This could be done by exploring other heavy-tailed score distributions, or using
alternative strategies to optimize f(z,s) such as backpropagating through . We also restrict our
analysis to threshold tests — more powerful statistical tests could improve detection accuracy (see
[23]). Our work contributes to better authentication of text provenance and fostering trust in Al
systems. Agnostic to how side information is generated, our watermarks can be paired with new
research in side information generation strategies that are more robust to tampering and adversarial
attacks.
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A Additional Information on Related Works

A.1 Additional Information on Related Work

Optimization Framework Several optimization frameworks have been proposed for watermark
analysis. [25] 63| 26 [16] adopts a hypothesis-testing framework for analyzing the statistical power of
watermarking schemes. [53] goes beyond the vanilla threshold test to determine the optimal detection
rule by solving a minimax optimization program. The authors of [25] consider an optimization
under an additional constraint of controlled false-positive error. The watermarking scheme follows
by learning a coupling that spreads the LLM distribution into an auxiliary sequence of variables
(with alphabet size greater than m). While the proposed scheme is the optimal solution for the
considered optimization, the scheme requires access to the (proxy of) LLM logits on both generation
and detection ends. The authors of [54] consider a multi-objective optimization — maximization of
the green list bias while minimizing the log-perplexity. Building on the hypothesis testing framework,
we optimize over classes of score functions, by observing that the detection power of a watermark
boils down to the separation of expected scores between the null and alternative hypotheses.

Hashing Schemes in LLM Watermarking Current LLM watermarking schemes derive their per-
token pseudorandom seed through five recurring hashing patterns. LeftHash hashes the immediately
preceding token and feeds the digest to a keyed Psaudorandom function (PRF), yielding a light-weight,
self-synchronising seed that survives single-token edits [I5]. Window-hash generalises this by hashing
the last h tokens, expanding the key-space and hindering brute-force list enumeration at the cost
of higher edit sensitivity [15, [7]. SelfHash (sometimes dubbed right-hand hashing”) appends the
candidate token to the left context before hashing, so the seed depends on both history and the
token being scored; this hardens the scheme against key-extraction attacks and is used in multi-bit
systems such as MPAC [31]. Orthogonally, counter-based keystreams drop context altogether and
set the seed to PRF (K, position), a strategy adopted by inverse-transform and Gumbel watermarks
to preserve the original LM distribution in expectation [I7, [13]. Finally, adaptive sliding-window
hashing—popularised by SynthID-Text—hashes the last H =4 tokens together with the secret key
and skips watermarking whenever that exact window has appeared before (K-sequence repeated
context masking”), thereby avoiding repetition artefacts while retaining the robustness benefits of
a short window [II]. Semantic extensions build on these primitives: SemaMark quantises sentence
embeddings [32], while Semantic-Invariant Watermarking uses a learned contextual encoder [55].
Collectively, these hashing families balance secrecy, robustness to editing or paraphrasing, and
computational overhead, offering a rich design space for practical watermark deployments. Both
SimplexWater and HeavyWater are agnostic to and can be applied on top of any hashing scheme.
We provide the detection gain over Red-Green using various hashing schemes in Fig. [Ab]

Additional Distortion-Free Watermarks An array of recent works propose distortion-free
watermarks that preserve the original LLM distribution [I3] 17, [16], 56] 57, 20, 58, [49]. In addition
to the ones that we have introduced in Section |1} [57] constructs undetectable watermarks using
one-way functions, which is a cryptography-inspired technique. [58] proposes a watermark using
error-correcting codes that leverages double-symmetric binary channels to obtain the watermarked
distribution. [49] designs a distortion-free watermark based on multiple draws from a black-box LLM,
which involves fixing a score function, drawing multiple tokens in each step, and outputting the
highest-score token.

A.2 Instantiation of Existing Watermarks As Score, Distribution and
Randomness Design

Existing watermarks can be represented under the proposed outlook of side information, score
function and watermarked distribution from Section 2] We next demonstrate that by instantiating
several popular schemes through our lenses.
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Watermark # Bits

Red-Green [15] m
Inverse Transform [I3] mF
Gumbel [17] mF

SimplexWater (ours) | log(m)
HeavyWater (ours) log(k)

Table A.1: Amount of random bits generated per step in popular watermarks. m is the vocabulary
size, F is the floating point precision and k is the side information alphabet size.

The Red-Green watermark [I5] randomly partitions X into a green list and a red list. Here, S
is a set of m binary random variables, representing the random list assignment. The function f has
binary outputs, which are used to increase the probability of green list tokens though exponential
tilting of Px.

The SynthID watermark [I1] employs tournament sampling: a tournament between a set of N™
token candidates along m-layers with N competing token groups. Each tournament is performed
given a sample of shared randomness (denoted r [II]). On the ¢th layer the winners are taken to
be the token with highest score f;(x,s) within each N-sized set. The value of the score function
f is obtained from the side information for each token candidate. Different domains of f induce a
different construction of the function (See |[II, Appendix E| for more information). The watermarked
distribution Px|s—s is the obtained with a closed form in specific cases of (f, N,m) and can be
directly used instead of the instantiating a tournament. This form of watermarking is termed
vectorized tournament sampling, in which the tournament is not applied, but the induced conditional
distribution is employed instead. In this paper we consider vectorized tournament sampling with
binary-valued scores, as this is the formulation given in [IT] with a closed form, and the one that was
utilized in their proposed experiments.

In the Gumbel watermark [17], the side information consists of m i.i.d., uniform random
variables on [0, 1], each one corresponding to a single element in the vocabulary « € X. The score
function f is obtained by assigning each z € X with a value [, = —ﬁ(m) log(u,), where u, the
uniform variable corresponding to 2 and Px(x) is the probability of z € X under the unwatermarked
model. The watermarked distribution is then given by assigning probability 1 to argmaxzexl. ()
and probability 0 to the rest of z € X (i.e., a singleton distribution).

In the Correlated Channel watermark [I6], the side information corresponds to a partition of
X into k > 2 lists and a single shared uniform variables S’ that is uniformly distributed on [1 : £].
The score function is then an indicator of the matching between the additional variable realization
and the token random assignment, i.e., f(z,s) = 1(B(z) = s), where B(z) € [1 : k] is the assignment
of x into one of the k lists. The watermarked distribution is then given in closed form by solving the
maximum coupling problem.

A.3 Discussion on Randomness Efficiency

Given a hashing procedure that determines the random number generator seed value, we sample
the side information S ~ Pg over S. The size of S determines the amount of side information we
are required to sample. As described in Appendix each watermarks corresponds to a different
size fo §. We interpret that as randomness efficiency. That is, the bigger S is, the more bits of
randomness we are required to extract from the random seed. We argue that a byproduct of our
method is randomness efficiency, i.e., SimplexWater and HeavyWater require less random bits to
sampled from the random seed compared to existing schemes. To that end, we compare with several
popular watermarks (see Table for a summary).

The Red-Green watermark [I5] corresponds to sampling a single bit for each element in X', whose
value determines the token’s list assignment (red or green), thus resulting in a total of m bits.
The inverse transform watermark [I3] requires sampling a single uniform and sampling a random
permutation of [1 : m]. Thus, it asymptotically requires F log(m!) bits, where F is the resolution of
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the floating point representation used to sample the sampled uniform variable in bits (e.g. 32 for
float32). For the Gumbel watermark, we sample a uniform variable for each © € X, resulting in a
total of mF bits.

In SimplexWater, the side information size is |S| = m — 1. To that end, we required log(m) bits
to sample a single s € [1 : m — 1]. Furthermore, HeavyWater is not constrained to a specific size
of |S| = k, and in the proposed experiments we take k = 1024 which is significantly smaller than
both m and 2F. The resulting amount of bits to be sampled from the random seed is log(1024) = 10
bits. Consequently, we observe that HeavyWater is the most randomness-efficient watermark across
considered schemes, while also being the best-performing watermark across considered experiments
(see Section [5)).

Minimizing the number of random bits extracted from a random number generator directly
reduces computational and energy overhead in watermark embedding as less information is to be
stored on the GPU. This eases implementation in resource-constrained hardware by lowering entropy
demands and memory usage. Additionally, it limits side-channel leakage by shrinking an adversary’s
observable output [59], which may lead to more secure watermarking. We leave an extensive study
and quantification of the benefits of randomness efficiency to future work.

B Proofs for Theorems from Section [3 and 4.

We prove Proposition [I} Theorem [T, Theorem [2] Theorem [3] and Theorem [4]

B.1 Proof of Proposition

In this section, we prove Proposition [I, which connects the watermark design problem to a coding
theoretic problem when the score function class is chosen to be binary.

Proposition 1 (restated): Let A € [%, 1). For f € Fyin, define the vector f; = [f(i,1),..., f(i, k)] €
{0,1}* for each i € X'. Then,

Dgap(m, k, A, Fin) = max min (1 =Ndu(fi, f;)

) B.9
fEFbin  1,JEX iF#] k ( )

where dg(a,b) = 25:1 1(4,2b;} denotes the Hamming distance between a,b € {0,1}* and 1y is the
indicator function.

Proof of Prop.1. Recall that we consider Ps = Unif[1:k]. For any Px, let

V(Px) = max (Epys [/(X, 5)] — Epcps [f(X, 5)]).

Claim 1. argminpep, W(P) € Papike,n, where

/Pspike7/\ = {P (S Am | {Px(l‘l),Px(x2>, . 7Px(l'm>} = {)\7 1-— )\, 07 0, ey 0}} s (BlO)
where Px(x;) denotes the x;th element of the Px probability vector with (x1,...,xy,) representing
any permutation of (1,...,m). A, is the m-dimensional probability simplex.

Proof of Claim[]l To prove Claim [1} we first show that W(Px) is concave in Px. By definition, for
any given Py and uniform Ps, we have,

\II(PX) = rgj;( (EPXS[f(X’ S)] - EPXPS [f(Xv S)]) :

Define P% g as the optimal joint distribution that achieves the maximum for a given Px. Then,
we have:

U(Px) =Epy [f(X,9)] — Epyps[f(X, 9)].
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Now, consider the mixture P¢ = QP)((I) +(1- Q)P)(?) for some 6 € [0,1] and P)({l)7 P)(?) € Ay,
Given P)((1 gv* and P)(f ;*, the maximizing couplings of \IJ(P)(<1 )) and \I/(P)(f )) respectively, we define a
mixed joint distribution: P = GP)(;;* +(1- Q)P)((Z;*. Note that,

ST P =0 P+ (1-0)> PEY (B.11)
= GP)({I) +(1- O)P)(?) (as P;.)S’* is the optimal coupling of P)(g) and Ps. ) (B.12)
_ p® (B.13)
* * 2)*

ST P =0 P+ (1-0)> P (B.14)
=z + (1 - G)P)(?) (as P)(()S is the optimal coupling of P)(() and Pg. ) (B.15)

1
== B.16
. (B.16)

which shows that P% is a valid coupling of P)(f ) and uniform Pg. Using the linearity of the
expectation operation, the expectation under the mixed distribution P)o}*s is:

EP;}*S [f(Xv S)] = HEP)(;;* [f(Xa S)] + (1 - Q)Ep)(f;* [f(Xv S)]
Similarly, for the independent case:

Epg py [F(X, 8)] = 0E g [F(X, S)] + (1= OB o [£(X, 5)]

Since \II(P)%) by definition takes the maximum coupling among all Pxg, it upper bounds the
value attained by the specific mixture P%%. Thus,

W(PY) > Epp- [£(X,8)] = Epg p [F(X, )]
= O o). [F(X,8)] + (1= O)E poy. [ (X, $)] = E oy, [F(X, S)]
-(1- 9)EP§(2>PS [f(X,9)])
= 0w (PY)) + (1 - 0)T(PY),

which proves concavity.
We now show that for any A\ € [%, 1], the minimizer of U(Px) lies in the set Pspike,r,where

Pspike,)\ = {P S Am | {Px(l‘l),Px(IQ),. .. ,Px(:tm)} = {)\, 1 — /\,0,0,. . .,0}}, (Bl?)

Recall that Py = {P € A, ||P|loc < A}. This is a convex set and the extreme points of this set
are precisely the spike distributions in Pepike,x, Which correspond to permutations of (A,1—X,0,...,0).
Since ¥(Px) is concave, its minimum over the convex set Py occurs at an extreme point of Pj.
Hence, the minimizer of ¥(Px) belongs to Pspike,x, Which completes the proof. O

Using Claim [T} we prove Prop. [T]as follows. Let p* € Pepike,x be the minimizer in the minimization
of Dgap(m, k, A, Fuin) in , and let (7, j) be its non-zero entries, i.e., pf = A and pj =1 — A. Under
such p* and uniform Ps, any coupling can be written as

AQxs(s | 1) if x =1,
Pxs(w,s) =4 (1= NQx|s(s | j) ifz=j
0 ifex#i,j

where Qg x = Pxs/Px denotes the conditional distribution of shared randomness S given the
selected token X. The coupling constraint for each s € S becomes

AQsix(s 1)+ (1 = NQsyx(s 1) =
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To that end, we represent such coupling as

— A\ag

Qsix(s|i) =as, Qgx(s]J)= ﬁ

for some set of parameters (as)ses, such that as € [0, £ A] Under this construction, considering the
worst case (i, 7) pair of non-zero Px indices, we have,

Dgap (m, K, A, Foin) = N Xxsif[o | rlnil? gl)i};z)\QSlX ,8) 4+ (1= N)Qsx(s14) f(j, 5)
AL 1-— .
- (3769 + kfu,s>) B9
L _\a
k S .
T paxso] rzl;l?afen[?,i Z”\asf i,5) - ( T ) f(j,s)
AL 1—X ..
= 7S s)+ ——f(s) (B.19)
k k
a 1
" o Wt (e 3) U9~ 6:9) (B20)

The design of the coupling Pxg boils down to choosing {as}scs such that (B.20) is maximized.
Moreover, since Zle Qs|x(s|lr) =1 for x =i and x = j, we have,

k k
Y Qsx(slr) =1 = Y a.=1 (B.21)
s=1 s=1

For a given f and any two indices (4,7), we characterize optimal as as follows. Let mj’_j =|s:

f(i,s)— f(G,s) =1 and m"™ = |s: f(i,s) — f(j,s) = —1|. Assume that the score functions f satisfy
m? < kX and m?? +m?’ < k. These assumptions are needed to eliminate trivial edge cases for

which the inner minimization in (B.20) is zero, which leads to zero detection (see Appendix [B.1.1)).

The inner-most maximum in (B.20)) is obtained when:

ﬁ’ Sif(i,s)—f(jvs):l
as =20 L st f(i,s) — f(j,8) = —1 (B.22)
BT s fis) — f7.9) =0

The optimal values of as are obtained by allocating the maximum probability mass to the highest

scores f(i,s) — f(j,s) in (B.20). Continuing from (B.20), we have,

Dgap (mak;)\7]:bin) = Z )\lf(Z,S)—f(j,SH

max min —
f:Xx8—[0,1] i#j k

sifi—fi=-1
Y NI~ 1G] (B.23)
sifi—fi=1
= max min— ()\m” + (1= NmY) (B.24)

F:XxS—[0,1] £ k

Let dij = |s : f(i,5) # f(j,5)|. Then, m” +m% = d;;. Let m* = Bd;; and m? = (1 — B)d;; for
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some S € [0, 1]. Continuing from (B.24)), we have,

1
Da »k7>\7 in) — i i —(A 1-XMN(1 - dz B.2
gap (M Fbin) fop K min min k( B+ ( )(1 = B))di (B.25)

1
- in min (82X = 1) + (1 = A))ds B.26
fﬂ%a:f[o,l] ?i?ﬁrél[éﬂ] k(ﬁ( )+ ( ))di; ( )

= in—=(1—\ B.27
f;xg}sa([o,l} rgél;l k ( ) ( )

since the inner minimum is achieved when g = 0, as A > % The proof is completed as d;; is the
Hamming distance between f(i,-) and f(j,-).

O

B.1.1 Edge Cases

In Appendix we assumed that the score functions f satisfy mij < kX and mij +m" < k. In
this section, we show the consequences of not satisfying these constraints.

Case 1: mY’ > kX: In this case, we obtain the optimal values of a, as in Appendix by
assigning the probability masses to the high score cases as follows. Let J C m’, |J| = kX be any

subset of kA values of s, each satisfying f(i,s) — f(j,s) = 1. In this case, similar to case 1, the inner
maximum in (B.20)) is obtained when:

1
a =m0 2€7 (B.28)
0, s¢J
Continuing from (B.20]), we have,
Amb — kXN Am*d
D key A, Fiin) = nA(1—\) — ——F B.29
gap (1, £, A, Fiin) PRS0 it ( ) A T (B.29)
N .
— . A o (2¥] _ 7,7 B.
fzxg}sa([o,u rzn;él? * k;(m_ mi’) (B.30)
A
- ] in A+ (28 = 1)di; B.31
Fex kS0 o setony " T R (28— 1)dyy (B.31)
1
= A (1-—di; B.32
f:XiI}sﬁ([o,q rfi? ( k J) ( )
=0 (B.33)

where the last equality follows from the fact that the inner minimum is achieved when d;; = k, i.e.,
f(i,-) is the all zeros vector and f(j,-) is the all ones vector. The score functions f that result in
such cases are uninteresting as the detection can not be improved.

Case 2: mY’ < kX and m!’ +m"”’ =k: In this case, we obtain the optimal values of a, as in
Appendix [B-I] by assigning the probability masses to the high score cases as follows. Note that in
this case |s: f(i,s) — f(j,s) = 0| = 0. Therefore,

ﬁa S:f(i,S)—f(j7S):l

as = q 1—Zm'? o S (B.34)
W, S f(Z,S) — f(j,S) =-1
Continuing from (B.24]), we have,
. (1- )\)mj_j 1 1- ﬁmfﬁ i
Dqga vk A Foin) = — T A - —T | (k—mY B.35
gap (T bin) fop K in 5 F h—my (k—mf) (B.35)
2mij
= i 1—A B.36
f:X>r<Ing‘Z?i([0,1] Izn;i? k ( ) ( )
-0 (B.37)
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where the last equality follows from the fact that the inner minimum is achieved when miﬁ =0, i.e.,
f(i,-) is the all zeros vector and f(j,-) is the all ones vector. The score functions f that result in
such cases are uninteresting as the detection can not be improved.

B.2 Proof of Theorem [1.

In this section, we derive an upper bound for the detection gap in using the Plotkin bound from
coding theory [I4].

Theorem 1 (restated): Consider the class of binary score functions Fy;, and uniform Pg. Then,
for any A € [%, 1), the maximum detection gap can be bounded as

< m(l—X\)

Dgap(makaAafbin) =~ m

(B.38)
Proof of Thm.[1 Thm. [1] follows directly from the Plotkin bound [14], which provides an upper
bound on the minimum normalized Hamming distance between any two codewords, considering any
code construction.

(1 B A)dH(fth) < (1 o )\) m
- 2(m—1)°

Dgap(m, k, A, Fpin) = max min (B.39)

fE€EFbin  i,JEX i) k

O

B.3 Proof of Theorem [2]

In this section, we show that SimplexWater achieves the upper bound in (B.39).
Theorem (restated): For any A € [3,1) the maximum detection gap upper bound (4)) is attained
by SimplexWater.

Proof. SimplexWater uses the Simplex code construction in Def. [T]as the score function. The simplex
code achieves the Plotkin bound [I4], i.e.,

dH(fsim(ia')afsim(ja')) m

i = B.40
f k 2(m — 1) (B40)
Therefore,
. (1 7A)dH(fSim(ia')7f5im(ja')) m
D ky A, Foin) > =1-N)—-m. B.41
gap(m, s A, Fbin) i7j$2¢j A ( )Q(m— 1) ( )
Considering the upper and lower bounds in (B.39) and (B.41)), we have,
m
Dgap(m, k, A, Foin) = (1 = A) 0——, B.42
which is achieved by SimplexWater. O

B.4 Proof of Theorem [3l

In this section, we establish that the Gumbel watermark scheme [I7] can be understood within our
optimal transport framework, i.e., we prove Theorem [3] restated below.

Theorem 5 (Gumbel Watermark as OT). When the score random variables f(x,s), are sampled
i.i.d. from Gumbel(0,1), the solution to the OT problem in converges to the Gumbel watermark
[L7] as |S| = k — oo.
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To prove this, we first write down the Kantorovich dual of our optimal transport formulation
and identify the dual potentials {c,, 85} that generate the arg-max coupling. We then analyze the
behavior of these potentials in the limit £ — oo, showing that the resulting arg-max rule converges
to the classical Gumbel-Max sampling procedure. A final concentration argument ensures that the
random coupling concentrates around its expectation, thereby establishing that the OT-derived
sampler coincides with the Gumbel watermarking scheme.

To understand this connection, we first review the Gumbel watermarking scheme. The Gumbel-
Max trick states that sampling from a softmax distribution can be equivalently expressed as:

_ u(y)
yr = argmax — + G(y) (B.43)

where u;(y) are the logits, T is the temperature parameter, and G¢(y) ~ Gumbel(0, 1) independently
for each token position ¢ and vocabulary element y. A Gumbel(0, 1) random variable can be generated
via:

Gi(y) = —log(—log(r:(y))) (B.44)

where r4(y) ~ Uniform([0, 1]).
In the Gumbel watermarking scheme, the uniform random variables are replaced with pseudo-
random values:

r¢(y) ~ Uniform([0, 1]) (in unwatermarked model) (B.45)
r(y) = Fy,_.0_1.x(y) (in watermarked model) (B.46)

Here, F, ..., . x(y) uses a secret key k and previously generated tokens y¢_,.t—1 to deterministi-
cally generate values that appear random without knowledge of k.

To establish the connection to our OT framework , we analyze the dual formulation of the
optimal transport problem. In this formulation, we seek to minimize ) Px(z)o, + % >« Bs subject
to agz + Bs > f(x,s). The optimal values for these dual variables satisfy specific conditions that
link to the Gumbel-Max construction. The key insight comes from the optimality condition in our
framework:

Px (i) = P(arg mjax[z(j, s) —aj] = 1) (B.47)

This can be directly mapped to the Gumbel-Max trick by identifying that z(j, s) corresponds to
the Gumbel noise G¢(y) and o corresponds to —utT(y) (the negative normalized logits). With these

identifications, the Gumbel-Max sampling expression:

ui(y)
T

+Guly) = argmaslG(y) - (- ") (B.49

1 = arg max
y & yey T

Takes exactly the same form as our framework’s expression arg max;[z(j,s) — «j]. Further,
the probability that this argmax equals ¢ is precisely Px(7) in our framework. Therefore, when
f(4,8) ~ Gumbel(0, 1), we will show below that our optimal transport solution exactly recovers the
Gumbel watermarking scheme.

The detailed proof proceeds by analyzing the convergence of the discretized dual problem to its
continuous limit as k¥ — co. The optimality conditions in the limit confirm that our OT framework
generalizes the Gumbel watermark as a special case when scores are drawn from the Gumbel
distribution. We start by defining a general optimal transport problem and its Kantorovich duality.

Definition 1 (Optimal Transport Problem). Given probability measures u and v on spaces X and
Y respectively, and a cost function c : X x Y — R, the optimal transport problem seeks to find a
coupling m (a joint distribution with marginals p and v) that minimizes the expected cost:

inf / c(z,y)dr(z,y) (B.49)
m€l(p,v) Jxxy

where I(u, v) is the set of all probability measures on X x Y with marginals p and v.
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The Kantorovich duality is a fundamental result that provides an equivalent formulation of this
problem. For more details, see [60, Chapter 5].

Theorem 1 (Kantorovich Duality). The optimal transport problem is equivalent to:

sw | [ pto)auto) + [ v )| (B.50)

(p,9)ed,
where ®. = {(p, V) : p(x)+¢(y) < c(x,y)} is the set of functions satisfying the c-inequality constraint.

This duality relationship (i.) transforms a complex constrained optimization problem over
probability measures into an optimization over functions, (ii.) provides a way to certify optimality
through complementary slackness conditions and (iii.) enables us to analyze the convergence properties
of OT problems through the convergence of dual objective functions. In many applications, the
Kantorovich duality is rewritten with the constraint reversed (potential functions sum to > c¢),
transforming the problem into a minimization rather than maximization. We adopt this convention
in our formulation below.

Primal Formulation. Let us consider an optimal transport problem described by the inner
maximization of — equation . Remember that given a pair (Py, f), the inner maximization in
(1) amounts to an OT problem between Px and Pg, which is set to be uniform on [1 : k]. There, the
score function f can be equivalently denoted as the (m x k)-dimensional OT cost matrix C, which is
defined as C,r o = —f(a',§") for (2/,8") € [1 : m] x [1 : k]. This matrix is only generated once.

Now, let Px be a probability distribution over a finite set {1,2,...,m} and Pg be a uniform
distribution with mass 1/k at each point in {1,2,...,k}. We have a cost function f(z,s) with zero
mean and unit variance, i.e., Ep[z] = 0 and Ep[2%] = 1. The inner optimization in aims to find a
coupling Pxg that maximizes:

OI*D,k :I}%?‘;(ZPXS(an) f($,$) (B51)
s.t. prs(l’,s) = Px(x) Yz (B.52)
> Pxs(x,s) = % Vs (B.53)
Pxs(x,8) >0 Vaz,s (B.54)

Dual Formulation. In order to analyze this primal optimal transport problem we can look at
the dual by using a Kantorovich duality argument. The equivalent dual problem is given by:

1
Chip= min > Px(x)as+ Y =Bs (B.55)

Subject to: ay + fs > f(x,s) Va,s (B.56)

In this dual formulation, o, and S are the kantorovich potentials (i.e., Lagrange multipliers)
enforcing the marginal constraints Y Pxs(z,s) = Px(z) and Y, Pxs(,s) = 1 respectively. For
any fixed values of «, we need to determine the optimal values of 8, that minimize the dual objective
function. Since we aim to minimize the objective and the coefficients of 3, are positive (4 > 0), we
want to make each 5 as small as possible while still satisfying the constraints. For a given s, the

constraint becomes:

Bs > f(z,8) —az Vx (B.57)
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This means that 35 must be at least as large as f(z, s) — a, for every value of z. To ensure all
constraints are satisfied while keeping 5 minimal, we set:

Bs = mz}x[z(w’, 5) — Q] (B.58)

This is the smallest value of B, that satisfies all constraints for a given s. Any smaller value
would violate at least one constraint, and any larger value would unnecessarily increase the objective
function. Substituting this expression back into the dual objective yields:

m k
1
Chr= Hilrn E Px(z)ay + z E Irfgx[z(gc’7 5) — g (B.59)
x=1 s=1

This reformulation reduces the dual problem to an unconstrained minimization over a, only.

To establish convergence of the dual problem—which is the key to embedding the Gumbel
watermarking scheme in our framewor—we will first recall a few fundamental concepts from variational
analysis and convex optimization.

Definition 2 (Epi-convergence). A sequence of functions fi, : R™ — RU{+o0} is said to epi-converge
to a function f: R™ — RU {+oo} if the following two conditions hold:

(i) For every x € R™ and every sequence xj, — x, Uiminfy_, o fr(zr) > f(2).
11) For every x € R™, there exists a sequence xy — x such that limsup r(xr) < f(x).
k—o0

Epi-convergence is particularly important in optimization because it guarantees that minimizers
and minimal values converge appropriately. For more details on epi-convergence, see [61].

Definition 3 (Equi-lower semicontinuity). A family of functions {fi} is equi-lower semicontinuous
if for every x € R™ and every € > 0, there exists a neighborhood V' of x such that

[nf, fu(y) > fo(z) —¢ (B.60)

for all k.
The following result connects pointwise convergence with epi-convergence for convex functions:

Theorem 2 ([62, Theorem 2|). If {fi} is a sequence of converx, continuous, and equi-lower semi-
continuous functions that converge pointwise to a function f on R™, then {fi} epi-converges to

f-

As a first step toward applying our framework to the Gumbel watermarking scheme, we now
characterize how the optimal transport cost behaves in the limit £ — oo.

Theorem 3. As k — oo, the optimal value of the discrete problem converges to the expected value
problem:

Cpr—Cph= mﬂi{{n pla + Elmax(z; — ;)] (B.61)
? rER™ %

where p; = Px (i) and z; are random variables with the distribution matching the problem’s cost
function.

Proof of Theorem[3 Let us rewrite the objective function in vector notation:
1o .
fe@) = pTe+ 3> max(z) — o] (B.62)
Jj=1
where Z; = [21,5,. .., 2m,;] and © = [a1,. .., an].

We need to establish that the functions f; are continuous and convex. Note that:
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1. The term p”x is linear and therefore continuous and convex.

2. The function g;(z) = max; [2;‘ — z;] is continuous for each j because:

(a) The functions h;(x) = zj — x; are continuous for each i.

(b) The maximum of a finite number of continuous functions is continuous. It is also convex
as the maximum of linear functions.

3. The sum % > =1 gj(x) is continuous as a linear combination of continuous functions and convex
as a positive linear combination of convex functions.

As k — oo, by the Law of Large Numbers, for any fixed z, the sample average converges to the
expected value:

k
Z Inzax[,?; — z;] = E[max(z; — ;)] (B.63)

(3

Therefore,
fe(z) = f(x) = pTo + Emax(z; — 2;)] (B.64)
This establishes pointwise convergence of fr to f. Next, we need to prove that the family of
functions {fi} is equi-lower semicontinuous.

Lemma B.1. The family of functions {fr} defined above is equi-lower semicontinuous under mild
assumptions on the boundedness of the data points Z;.

Proof. First, observe that each fi is continuous (and hence lower semicontinuous). For any « € R™
and € > 0, consider the neighborhood

V=Ay:lly —zlle <e/2} (B.65)

For any y € V and any j,¢, we have

,?j:—yi>2';-—xi—s/2 (B.66)
Therefore,
max[Z — y] > max[Z - 2 — /2] = max[} — ] — /2 (B.67)
This implies
R Py 1 ;
z ; miax[zj -y > Z ; miax[zj —x;] —¢e/2 (B.68)
Combined with the linear term, we get
1 :
i) =p"y+ 2 Zl max[Z) - yi] (B.69)
j= . |
> pTz — |Ipll1 - /2 + E;m?x[z; — ] —¢/2 (B.70)
=
= fr(z) —llpll-€/2 —¢/2 (B.71)
By choosing e small enough, we ensure that ||p||1 - /2 + £/2 < e, which gives us
inf fuly) > fula) - ¢ (B.72)
This holds for all k, establishing the equi-lower semicontinuity of the family { fx}. O

27



Since we have established that the functions f; are convex, continuous, and equi-lower semi-
continuous, and that they converge pointwise to f, we can apply Lemma [2| to conclude that f
epi-converges to f. By the fundamental properties of epi-convergence, if fi epi-converges to f, then
min f — min f. Also, every limit point of minimizers of fj is a minimizer of f. This establishes
that Cp, , — C], as k — oc. O

Optimality Conditions and Characterization. Now, we analyze the optimality conditions
for the dual problem. Consider our objective function:

m k
@) = " Pl + % > maxf(j ) - o] (B.73)

To find the derivative with respect to «;, we note that the derivative of the first term is simply
Px (4). For the second term, we need to understand how the max function behaves. At points where
a unique index j achieves the maximum value of f(j,s) — «;, the derivative is:

0 max[f(j,s) — oy = {—1 if i = argmax; [f(4,s) — o] (B.74)

Oay; 0 otherwise

The negative sign appears because «; has a negative coefficient in the expression inside the
max.For simplicity, we often write the optimality condition using the indicator function 1[i €

argmax;[f(j, s) — a;]], which equals 1 when i is in the argmax set and 0 otherwise.
e max[f(j7 s) —aj;) =—1}i = argmax[f(j, s) — ajl] (B.75)
i J

If there are ties (multiple indices achieve the maximum), then the max function is not differentiable.
Instead, we use the concept of subdifferential. A valid subgradient can be written as —1[i €
argmax;[f(j, s) — ay]] - wi, where w; > 0 are weights such that >, . w;=1.

The derlvatlve (or subgradient) of the entire objective function with respect to «; is:

Afr
80@

Il[i € argmax[f(j,s) — a;]] (B.76)

= Pali) = :

HM»

Then, for the optimal dual variables a*, the first-order optimality condition gives:

O fw
80@

(") = Px(i) — 1[i € argmax[f(j,s) —a;]] =0 (B.77)

J

T =
[~

Il
N

S

We interpret this optimality condition as follows: the probability Px (i) equals the empirical

probability that ¢ is in the argmax set of f(j,s) — aj across all samples s. Rearranging, we have:

k
Z i€ argmax[f(j, s) —aj]] = Px (i) (B.78)

??‘\»—t

To fully understand the emergence of the Gumbel-Max connection, we must carefully analyze how
the discrete optimality condition converges to its continuous counterpart as k — co. The key step is
understanding how the empirical average on Equation becomes the probability statement:

Pr[arginax(zj —aj) =1i] = Px(i) (B.79)

In other words, it remains to show that

k
fZ]l{zeargmaX[f(j, -aj]} — E{]l{zeargmax[f(], s) — ]}] (B.80)
s=1
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In order to show this convergence, let «j, denote the optimal dual variables for the problem with
k samples. From the epi-convergence of fi, to f, we know that aj — o™ as k — oc.

For any fixed «, the indicator functions 1{i € argmax;[f(j,s) — a;|} are independent and
identically distributed across s, since f(j, s) are sampled independently. Therefore, by the Strong
Law of Large Numbers:

k
%Z 1{i € arg mjax[f(j, s)—aj]} =S E[1{i € argmjax[f(j, s) — o]} (B.81)

s=1

To address the case where « is replaced by o which depends on the samples, we decompose:

k
%Z 1{i € arg In]z‘u([f(j7 s) — a;j]} —E[1{i € arg mjax[f(j, s) — 04;‘]}]| (B.82)
; b 1<
< z Z 1{i € argmjax[f(j, s) —ag ]} — z Z 1{i € argmjax[f(j,s) - a;‘]}‘ (B.83)
k
+ |2 Y01 € argmax( ) — o) ~ BlL{i € argmasf(j. ) ~ a;m‘ (B.84)

The second term converges to zero by the Strong Law of Large Numbers. For the first term, we
exploit the fact that the argmax function is stable under small perturbations except at ties, which
occur with probability zero for continuous distributions of z.

Specifically, let Ay = ||af — o*||0o. For any realization of f(j,s), the argmax changes only if the
perturbation Ay exceeds the minimum gap between the maximum value and the second-largest value.
Let Gy = minjz;-[2(%, s) — oj.] — [f(J, s) — ], where j* = argmax;[f(j,s) — oj]. Then:

1{i € argm;ax[f(j,s) —apl} #F i€ argmjax[f(j, s)—aj]} = A >Gs (B.85)

Since of — o, we have Ay — 0 as k — oo. The probability P(A; > G,) converges to zero
because G5 > 0 almost surely for continuous distributions. By dominated convergence, the first term
also converges to zero.

Consequently:

k
%Z 1{i € argmjax[f(j, s) — a5} LN E[1{: € argmjax[f(j, s) — ajl}] (B.86)

s=1

Combined with our optimality condition in equation (B.78]), we obtain:
Px(9) = E[1{i € argmax(f(j,s) — f]}] = Plaxgmaxl(js) —af] = 1) (B&7)

In other words, the random mapping S + argmax;[f(j,s) — o] reproduces the original law Px
exactly. This fact is precisely what Theorem [3] asserts: the Gumbel-Max procedure constitutes the
optimal-transport coupling between Px and the side-information mechanism.

Connection to Gumbel Watermarking. The Gumbel watermarking scheme described above
can be directly interpreted within our optimal transport framework by noticing that this same
arg-max coupling is exactly what underlies the Gumbel-Max trick: adding Gumbel noise G¢(j) to
(negative) logits —%y) and taking argmax samples from the softmax. In our formulation, the cost
function f(j, s) corresponds to the Gumbel noise G;(j), while the dual variables a; correspond to

Ut(j)

——~. The optimality condition

Px (i) = P(arg max[f(j, s) — o] = ©) (B.88)
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is precisely the Gumbel-Max trick, which states that sampling from a softmax distribution is equivalent
to adding Gumbel noise to logits and taking the argmaxﬂ Under the watermarking process, the
Gumbel scheme replaces the uniform variables r,(y) with pseudo-random values Fy, . , x(y) that
depend on the secret key and previously generated tokens. This creates a coupling between the
original token distribution and the side information, exactly as prescribed in our optimal transport
approach. Thus, the Gumbel watermarking scheme represents a specific instantiation of our general
optimal transport framework, where the coupling is designed to preserve the original distribution in
expectation while maximizing detectability through heavy-tailed score distributions.

B.5 Proof of the Detection Gap, Theorem

In Section @, we introduced the HeavyWater scheme by generalizing the scores beyond the binary
case. Since f(z,s) is random, D[gfg] (m, k, \) given by

Diay (m,k, ) = min max (Epy, [f(X, 9)] = Epyps [F(X, 9)) (B.89)
is also a random variable. Now, we will show that we can go beyond Theorem |3 improving on
watermarking scheme like the Gumbel one, and prove Theorem [ that connects the asymptotic
detection gap with the quantiles of the distribution of the score difference A = f(x,s) — f(2’,s).

Theorem 4 (Detection Gap, asymptotic randomness). Let A € [%, 1), and consider the score
difference random variable A = f(x,s)— f(a',s") for some (x,s) # (z',s'), where f(x,s) and f(a',s")
are sampled i.i.d. from Pg. Let the cumulative distribution function of A be F, and let Q = F~! be

its inverse. Then,
1

Jim DILEl (m, ke, \) = Q(u)du. (B.90)

gap
1-\

Proof. For a given k, maxp, ng)](s[f(X, S)] is given by

maxEp [f(X, 5) (B.91)
:lif(]_ s) + ()\—t)f(l r+1)+ (7“+1 —/\)f(2 r+1)+1 zk: f(2,5) (B.92)
k s=1 , k , k ’ k s=r+2 7
k T
_ % S r@s)+ (A=) A+ %Z A, (B.93)
s=1 s=1

For ng] po[f(X,5)], we have

A g A g
k
Epypolf(X. )] = 7 Z Yo re (B.94)
s=1 s=1
Therefore, the difference is given by
maxEX [£(X, )]~ E¥ , [£(X,5)] (B.95)

Pxs

1< A
:ks§_l:f(2,s)+( 7) r+1+k§:A P
Py r A
:ks_élf(Q,S)—F()\—k) 7+1+k‘£ A %

5To see this precisely, substitute the jth logit as —a* on the RHS of (B.88)), and simplify the RHS using the same
steps as in Appendix B.1 of [24]. This shows that (B.88) holds when fa;f = jth logit. Which means that the Gumbel

watermark is a special case of our construction in sec. E (which boils down to (B.88))), with f(z,s) specifically chosen
has Gumbel(0, 1).

k
f(1,s)— % > f(2.9) (B.96)

(1, s) (B.97)

uMw f M»
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Let us define the following terms that we will analyze precisely:

k k r
fik = Zf(173)7 for = %Zf(ls) and I = %ZAS. (B.98)
s=1 s=1 s=1

T =

With these definitions, we can rewrite the detection gap as:

ngczsg’jj(s[f(x, ) —ER L 1F(X,8)] = Aoy + </\ - %) Avir + In — Mg (B.99)

To establish the exact limit, we need to analyze each term with greater precision.
Exact characterization of A\(f2 — fix): Both f(1,s) and f(2,s) are i.i.d. sub-exponential
random variables with parameters (v2,b). By the strong law of large numbers, we have almost surely:

lim fip =E[f(1,1)] and lim fo = B[f(2,1)] (B.100)

Since f(z,s) are i.i.d. with zero mean, we have E[f(1,1)] = E[f(2,1)] = 0. Therefore, almost
surely:

lim )\(JFQJC - ka-) =0 (B101)
k— o0

Exact characterization of (A — 7) A,;1: By definition of 7 = [Ak], we have 0 < A — f < 1.
Since A, is a sub-exponential random variable with parameters (4v2,2b), it is almost surely finite.
Combining this with the above inequality:

lim ()\ — %) A,11 =0 almost surely. (B.102)

k—o0

Exact characterization of I;: For this term, we use order statistics. Let A(l) < A(Q) <... <
A(yy denote the ordered values for the difference of scores Ay. Then:

I, =

T =

k
> Ay, (B.103)
k—r+1

Jj=

Let F' be the CDF of A and Fj, be the empirical CDF given by

k
1
Fi(z) = + ; A, <z}, (B.104)
By the Glivenko-Cantelli theorem, we have:
sup |Fi(z) — F(x)| <n where n; — 0 almost surely as k — oo (B.105)
rER

For each order statistic A(;y, the empirical CDF by definition gives Fj(A(j)) = % The bound

from Glivenko-Cantelli gives: . .

= < F(AG) < L+ (B.106)

Let Q = F~! be the quantile function. By definition of the quantile function, if p < F(z) then
Q(p) <z, and if F(z) < g then x < Q(q). Applying these relationships:

Q(L-m)=ap=e(f+m) (B.107)

Now we perform a change of index. We want to rewrite the sum in I which uses index j ranging
from k —r+1to k. Let’'sset j =k — i+ 1, so ¢ ranges from 1 to r. This gives:

j_k—ivl i1

ko k k

(B.108)
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Substituting this into our bounds on Ay:

Q < ! ; ! ) <Apg-iv) <Q (1 - % + 77k> (B.109)

Summing over i from 1 to r and dividing by k:

Ll st
i=1 i

k
1

% Z (B.111)
= Ik (B.112)

1 1—1
<< Z (1 — + nk) (B.113)
As k — 00, we know that 7, — 0 almost surely by the Glivenko-Cantelli theorem. The points

u;:=1— 22 for i =1,...,r where r = | \k], form a partition of the interval [1 — X, 1] as follows:
1 2 r—1

=1 =1-— =1——, ... =1- ~1-—A\ B.114
Uy y U2 L’ us L’ y Urp Lk A ( )

As k — 00, the number of points r = L/\kJ also increases, and the distance between adjacent
points 1 % — 0. Therefore, these points {u;}j_; form an increasingly fine partition of the interval
[1 — A, 1]). For any fixed u € [1 — A, 1], as k — oo, there exists a sequence of indices i such that
u;,, — u. Specifically, we can take iy, = [k(1 —u)+ 117 which ensures u;, — u as k — co. Our bounds
for I} can be written as:

kZQ —m) <1 ngQ ui + 1Mk) (B.115)
=1

Since @ is non-decreasing, it is bounded on the compact interval [1 — A — 8,1+ (] for some 8 > 0.
Let
M = sup |Q(t)] < oo, (B.116)
te[l-A—p,1+4]
then |Q(u; —ng)| < M and |Q(u; + )| < M for all ¢ and sufficiently large k.

The lower sum 1 .7, Q(u; — ;) is a perturbed lower Riemann sum for the integral fll_ 5 Q(u) du,
and similarly the upper sum is a perturbed upper Riemann sum. As k — oo, two things happen
simultaneously, namely, (i) the mesh width % — 0, so the Riemann sums converge to the integral
and (i) the perturbation n; — 0, so Q(u; £ nx) — Q(u;). By the Dominated Convergence Theorem,
we have

r 1

kli_)n;o % ;Q(ul —n) = - Q(u) du (B.117)
klgr;O%ZQ w; + M) / Qu (B.118)

Since I is bounded between these two quantities that converge to the same limit, we have

1
hm Iy = Q(u)du almost surely. (B.119)

k—o0 1—X

Combining all terms: From our asymptotic analysis of each term, we have:
1
lim max]E[)]( [f(X,S)] — ]E[IIDZ](PS [f(X,9)] = hm I = Q(u)du almost surely.  (B.120)

k—oo Pxs —+00 1-X
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Therefore:
1
Jim DIEEl(m, k) = Q(u)du. (B.121)
—00

gap
1-X
O

Theorem [ implies that distributions with heavier tails imply larger values of the integral
ffﬁ y @(u)du, which in turn imply higher detection gaps. Indeed, fix A\. We say that a distribution I
is (right- )heavier-tailed than Fy; when 1—Fy(z) < 1—Fj(x) for all large x, equivalently Qa(u) > Q1(u)
for every u in a neighbourhood of 1. In particular, for all u € [1 — A, 1]:

Q2(u) > Q1(u)

which implies:
1 1

Q2(u)du > Q1(u)du
1-x 1-x

Therefore, keeping the same confidence levels:

1

heavier tail = larger (u)du = larger guaranteed detection gap.
Y

The asymptotic detection gap, given by ffﬁ 5 Q(u)du, represents the average value of the quantile
function over the upper A fraction of the distribution. This integral captures how much signal can
be extracted from the tail of the score differences. Distributions whose upper tail places more mass
far from zero (resulting in larger values of the integral ffi y @(u)du directly increase the detection
capability of the watermark. This explains why the choice of score distribution fundamentally impacts
watermark detectability. Consequently, among distributions with the same mean and variance, the
heavier-tailed ones yield strictly higher guaranteed detection rates. Therefore, if we constrain ourselves
to the ensemble of sub-exponential probability distributions, by choosing something with a heavier
tail than Gumbel, e.g., Log-Normal, we can achieve a better detection scheme, as we show in our
experiments, cf. Figure [l

Remark 1. By using Bernstein’s inequality for sub-exponential variables and Dvoretzky—Kiefer—Wolfowitz
inequality instead of Glivenko-Cantelli, it is possible to show a non-asymptotic version of the theorem
above:

Theorem 5 (Detection gap, formal). Let 0 < A < 1 be fized, write r = | A\k| and define

E
| =

r k k
I, = %Zﬁm fie=22 119, far==7> f(25),
s=1 s=1 s=1

where A, = f(1,8) — f(2,s). For any confidence levels §,8',5% € (0,1) set

2v2log(1/6 blog(1/4
er(6) =1/ Y O]f( /%) + Og]i / ), t.(8") :max{Zu\/log%, 2blog%},

log(2/07)
¥ =
Then, with probability at least 1 — & — &' — 6%,
K i’ 1« i—1 ,
max B [£(X,9)] - ERLp[£(X,9)] = 7 Q1- - = i(6%)). = [260(6) + =], (B.122)
i=1

where Q = F~' is the quantile function of A,, and E¥! denotes an expectation where the side
information alphabet is of size k.
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C Additional Information and Implementation Details

C.1 Low-Entropy Distributions in LLMs

To motivate the low-entropy regime, we compute summary statistics of token distributions of popular
open-weight LLMs. We consider the densities of three statistics: infinity norm (connects directly to
min—entropyE[), entropy, and L-2 norm, all calculated on the next token prediction along a collection
of responses.

We observe that 90% LLM token distributions fall into the low-entropy regime we consider
with infinity norm greater than 1/2, i.e. max, P(z) > %, across the three open LLMs (Llama2-
7B[45], Llama3-8B[63], Mistral-7B) and two on popular prompt-generation datasets (Q&A tasks
from Finance-QA[43] and coding tasks from LCCJ44]). We show the histogram and CDF plots in

Fig. D14 and [D.15

C.2 Theoretical effect of different tails of distributions

To further improve the detection performance, we go beyond binary score functions to explore the
flexibility in the design space that continuous score distributions offer. Motivated by the Gumbel
watermark [I7], we observe that we can significantly improve detection by using continuous score
distributions, particularly those with heavy tails. Recall that our minimax formulation considers the
low-entropy regime (A € [1/2,1]), where the worst-case token distribution Px has only two non-zero
elements with values {\,1 — A}. Working with this distribution, consider score matrices where each
entry f(z,s) is sampled independently from a distribution Pr with zero mean and unit variance.
We additionally assume that f (and hence every A; = f(1,s) — f(2,5)) is sub-exponential with
parameters (v2,b), i.e., E[e*] < exp(#) for all |A| < 1/b. Many distributions, such as Gamma,
Gaussian, and Lognormal satisfy this property. This formulation leads to Theorem [ which formally
characterizes the achievable maximum detection gap for any Pg for large k, in terms of quantile tail
integrals of various candidate distributions as its score distribution Pr. We visualize the result in
Fig.

In Fig. we present the quantile tail integrals of four different distributions: Lognormal,
Gamma, Gaussian, and Gumbel. A higher value on the y-axis (quantile tail integral) indicates a
greater detection gap under the low-entropy regime, which translates to a greater probability of
detection under adversarial token distributions. In theory and as seen from Figure drawing score
functions i.i.d from either the Lognormal or Gamma distribution outperforms that from Gumbel.
Recall that the significance of adopting the Gumbel score function is that we have established its
equivalence with the Gumbel watermark by [I7] in Theorem [3] Although the Gamma distribution
maximizes the detection gap in the worst-case regime, we observe that choosing Pr to be lognormal
achieves the highest detection accuracy in practice, which is what we eventually adopt for HeavyWater.

C.3 Q-ary Code

We provide a discussion of the direct extension of SimplexWater to go beyond binary-valued scores.
Recall that SimplexWater uses the binary Simplex Code as its score function. For a given prime
field-size ¢, a Q-ary SimplexWater adopts the corresponding Q-ary Simplex Code [14], which we
define next. Besides the score function, the algorithm for Q-ary SimplexWater is identical to the
binary case, which we have provided in the main text.

Given an alphabet of size m and field size ¢ > 2, the size of a Q-ary codeword is ¢ to the
power of the ceiling of log m with base ¢, i.e. n = ¢/'°%™!. For any z,s € [0:n—1], let
qary(x), qary(s) denote their Q-ary representations respectively using n bits. A Q-ary simplex code
fsm:[0:n—1] x[1:n—1] = [0:¢— 1is characterized by

fsim(, 8) = dot(qary(z), qary(s)), (C.123)

6An infinity norm of ), i.e. maxs P(x) < ), translates directly to min-entropy constraint of — log \.
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Figure C.5: Tail integrals of different score difference distributions: Higher the tail integral, better the
detection.

L

where dot(qgary(z),qary(s)) = > qary(z); - qary(s); and qary(v); denotes the ith bit in the Q-ary
representation of v.

There are two main limitations of Q-ary SimplexWater, which motivated us to explore a continuous
score function directly and ultimately led to HeavyWater. The first limitation is that we do not
have optimality guarantees for the Q-ary code. Recall that to maximize watermark detection, the
optimal code maximizes the L; distance. Simplex Code achieves the Plotkin bound, which maximizes
the pair-wise Hamming distance between codewords. In the binary case, maximizing the Hamming
distance and L; distance are equivalent, where 1; ; = |i — j|; in the Q-ary case, this equivalence
doesn’t hold. Hence, we do not have an optimality guarantee in detection for Q-ary SimplexWater.
The second limitation is that the size of Q-ary codewords is potentially very large, leading to memory
issues in actual implementation on a GPU. Recall that in the binary case, we have n = m — 1. In the
Q-ary case, however, the use of the ceiling function when converting m to base-q artificially inflates
n, often far beyond the actual vocabulary size. For example, with ¢ = 7 and a vocabulary size of
m = 100,000, we compute [log;(100,000)] ~ [5.92] = 6, which corresponds to n = 7% = 117,649
codewords—more than 18% larger than the original vocabulary. Furthermore, the required alphabet
size to implement a Q-arry code grows with g.

C.4 Implementation Details

In this section we provide additional implementation details for SimplexWater and HeavyWater. Our
code implementation employs the code from the two benchmark papers, namely WaterBenc}ﬂ [41]
and MarkMyWordsﬂ [42].

Score Matrix Instantiation We sample the score matrix once during the initialization stage
of HeavyWater generation and it has shape (m, k). Each row maps a vocabulary token to a cost
vector over the side information space S. This matrix is stored as a torch.Tensor and reused across
watermarking calls. During generation, the score matrix is used as the cost matrix for Sinkhorn-based
optimal transport computations.

Normalization of f As described before, for each element in the vocabulary, k& samples for
the score f are drawn from a heavy-tailed distribution (log-normal in the experiment). To ensure
numerical stability and suitability for optimal transport computations, each row of the score matrix
(size vocab_size x k) is normalized to have zero mean and unit variance.

"https://github.com/THU-KEG/WaterBench
8https://github.com/wagner-group/MarkMyWords
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Top-p Filtering To reduce the computational cost of watermarking, top-p filtering is applied prior
to watermarking. Identical to the common definition of top-p, we take the minimal set of tokens
whose cumulative softmax probability exceeds a threshold (e.g., p = 0.999). The watermarking
algorithm is then restricted to this filtered subset. We emphasize that, in the considered experiments,
top-p filtering was applied to all considered watermarks to maintain consistency in the experimental
setting.

Detection Algorithm We outline in Algorithm [2] a standard watermark detection algorithm that
employs a threshold-test with a score matrix F. Given the sampled token z and side information s,
the corresponding score is Fy s = f(z, s), which is obtained in a similar fashion to its construction in
generation: If SimplexWater is used, then it is obtained from the Simplex code, and if HeavyWater
it is randomly sampled using the shared secret key as the initial seed. This maintains the generation
of the same cost matrix F on both ends of generation and detection. A watermark is detected if the
sum of scores exceeds a certain predetermined threshold.

Algorithm 2 Detection using a threshold-test with a score matrix

Input: Token sequence z”, side information s, seed, score matrix F € R™**

Outputs: p-value based detection outcome
fort =1to T do

Compute score ¢ :=Fy, s
end for
Z 25:1 bt
if Z > 7 then return “Watermark Detected”
else return “No Watermark”

Fresh Randomness Generation Fresh randomness is crucial to ensure side information is sampled
independently from previous tokens to avoid seed collision. Our implementation supports several
seeding strategies. In majority of our experiment, we use the ’fresh’ strategy, which generates a unique
seed for each token by incrementing a counter and combining it with the shared secret key. This
allows both ends to share the same seed that dynamically changes, but is independent of previously
generated tokens. Our implementation of HeavyWater and SimplexWater also allows for various
forms of temporal or token-based encoding strategies, such as sliding-window hashing.

C.5 Information on Optimal Transport and Sinkhorn’s Algorithm

In this section, we provide preliminary information on the considered OT problem and its solution
through Sinkhorn’s algorithm. Let p € A, and g € Ay be two probability vectors. For a given cost
matrix C € R™** the OT between p and ¢ is given by

m k
OT(p,q) = jmin > Y Gk

=1 j=1

where II,, ; is the set of joint distributions with marginals p and g, which we call couplings. Efficiently
solving the optimization OT(p, q) is generally considered challenging [34]. To that end, a common
approach to obtain a solution efficiently is through entropic regularization. An entropic OT (EOT)
with parameter € is given by

m k

OTe(p.q) = Pert, YD CiPiy—eH(P) |,
4\ i=1 j=1
where H(P) = — >i; Pijlog(P; ) and C is the OT cost. The EOT is an e-strongly convex problem,
which implies its fast convergence to the unigque optimal solution. However, the EOT provides an
approximate solution which converges to the unregularized solution with rate O(elog(1/e)).
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One of the main reasons EOT has gained its popularity is due to Sinkhorn’s algorithm [64], which
is a matrix scaling algorithm that has found its application to solve the dual formulation of the EOT
problem [19]. Sinkhorn’s algorithm looks for a pair of vectors u, v that obtain the equality

P* = diag(u)Kdiag(v),

where P* is the EOT solution and K = exp(—C/e) is called the Gibbs Kernel. Consequently,
Sinkhorn’s algorithm follows from a simple iterative procedure of alternately updating « and v. The
steps of Sinkhorn’s algorithm are given in Algorithm [3] Having solved Sinkhorn’s algorithm, we
obtain the optimal EOT coupling. When using Sinkhorn’s algorithm, the stopping criteria is often
regarding the marginalization of the current coupling against the corresponding marginal, i.e., we
check wether || u® (Kv) — p||1 < 8 where £ 37" |u; (Kv); — p;i| and § > 0 is some threshold. In
our implementation, we solve Sinkhorn’s algorithm using the Python optimal transport package [65].

Algorithm 3 Sinkhorn’s Algorithm for Entropic OT

1: Input: Marginals Px € A,,, Ps € Ay, cost matrix C' € R™** regularization parameter ¢ > 0,
Threshold ¢ > 0.
Output: Optimal coupling P € RZ5™
Calculate kernel K < exp(—C/¢)
u—1,, v+ 1
while ||u® (K v) — PXH1 >0 do
u <+ a/(Kwv) > element-wise division
v b/(KTu)
end while
P + diag(u) K diag(v)
return P

© %P NS Tk w

._.
=

D Additional Numerical Results and Ablation Study
D.1 Ablation Study

We perform an ablation study to investigate the effect of various hyperparameters set in SimplexWater
and HeavyWater. The ablation study is performed in a curated subset of prompts from the Finance-QA
dataset [43] considered in Section

Sinkhorn Algorithm Parameters. We study the effect of Sinkhorn’s algorithm’s parameter on
the performance of the proposed watermarking scheme. We note that, while the Sinkhorn’s algorithm
is set with a predetermined maximum iterations parameters, in the considered experiments the
algorithm runs until convergence. We study this effect through three cases.

1. We analyze the effect of Sinkhorn’s algorithm’s regularization parameter € on the overall runtime.
While lower values of € provide solution that are closer to the underlying OT solution, often a
smaller value of € required more time for convergence of the algorithm. As seen from Figure
as expected, smaller € increase overall runtime. In our experiments we chose ¢ = 0.05
which resulted in overall satisfactory performance, while incurring mild runtime overhead.

2. We analyze the effect of the error threshold on runtime. The lower the error threshold, the
higher the higher the accuracy in the solution and the higher the overall algorithm runtime.
This is indeed the case, and the effect on the watermarking procedure runtime is visualized in

Figure

3. We analyzed the effect of the error threshold on the watermarked distribution cross entropy
(see Section |5 for definition). As seen from Figure while a lower threshold results with a
higher runtime, the improvement on the cross entropy, which is a proxy for textual quality,
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becomes negligible from some point. In our experiments, we chose a threshold value of 1075,
which demonstrated the best performance between runtime, cross entropy and detection.
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Figure D.6: Effect of Sinkhorn Algorithm’s parameters on Runtime and distortion.

D.2 Impact of Non i.i.d. Side Information Generation

As we previously mentioned, most of the considered experiments in Section [b| operate under a ’'fresh
randomness’ scheme, in which we try to replicate independence between the random side information
and the LLM net token distribution. However, in practice various hashing scheme are employed,
often with the purpose of increasing the overall watermarking scheme’s robustness to attacks. Such
hashing schemes aggregate previous tokens (using some sliding window with context size h) and a
shared secret key r € N. We are interested in verifying that indeed, robustness-driven seed generation
scheme do not degrade the performance of our methods.

To that end, in this section we test the effect of various popular hashing schemes in the performance
of our watermarks. As both SimplexWater and HeavyWater follow the same watermarking algorithm
we anticipate them to demonstrate similar dependence on the hashing scheme. We therefore prioritize
an extensive study on a single watermark - SimplexWater. For a given sliding window size h, we
consider the following seed generation functions:

1. min-hash, which takes the minimum over token-ids and multiplies it with the secret key, i.e.
seed = min(z¢—1,...,2¢—p) - T

2. sum-hash, which takes the sum of the token-ids and multiplies it with the secret key, i.e.
seed = sum(@4—1,...,Lt_p) - T.

3. prod-hash, which takes the product of the token-ids and multiplies it with the secret key, i.e.
seed = prod(zi—1,...,Te—p) - T

4. Markov-1 scheme, which considers h = 1.

We present performance across the aforementioned schemes, considering several values of h. As seen
from Figure the change of seed generation scheme is does have a significant effect on the overall
detection-distortion tradeoff. Furthermore, as emphasize in Figure[D.7] the size of the sliding window
also results in a negligible effect on the watermark performance.

D.3 Experiment: Robustness To Textual Attacks

The watermarks in this paper are obtained by optimizing a problem that encodes the tradeoff between
detection and distortion under worst case distribution. To that end, the proposed watermarks are
not theoretically optimized for robustness guarantees. However, robustness is often a byproduct of
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Figure D.8: Seed Ablation visualized in the detection-distortion plane. It is visible that the performance of
our watermark is consistent across an array of hashing scheme and context window sizes.

the considered randomness generation scheme, as text edit attacks mainly effect the context from
which the seed is generated. A discrepancy in the seed results in a discrepancy in the shared side
information sample s. However, regardless of the seed generation scheme, one has to choose a score
function and a watermarked distribution design.

In this section, we show that, while not optimized for robustness directly, SimplexWater and
HeavyWater demonstrate competitive performance in terms on robustness to common textual edit
attacks. We consider the setting from the watermarking benchmark MarkMyWords [42]. We compare
our performance with the Red-Green watermark and the Gumbel watermark. We choose the value of §
for the Red-Green watermark such that its cross-entropy distortion is comparable with SimplexWater,
HeavyWater and Gumbel (§ = 1).

We consider three attacks:

1. A Lowercase attack, in which all the characters are replaced with their lowercase version.

2. A Misspelling attack, in which words are replaced with a predetermined misspelled version.
Each word is misspelled with probability 0.1.

3. A Typo attack, in which, each character is replaced with its neighbor in the QWERTY keyboard.
A character is replaced with probability 0.05.

As seen in Figure our schemes demonstrate strong robustness under the considered attacks,
resulting in the highest detection capabilities in 3 out of 4 cases and competitive detection power in
the 4th. This implies that, even though SimplexWater and HeavyWater are not designed to maximize
robustness, the resulting schemes show competitive resilience to common text edit attacks.
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Figure D.9: Robustness to attacks — HeavyWater demonstrates equal or superior detection performance,
as measured by —log,,(p), across a variety of attacks involving edits to generated outputs.

D.4 Computational Overhead

We analyze the computational overhead induced by the considered watermarking scheme. Theoreti-
cally, Sinkhorn’s algorithm has an iteration computational complexity of O(km) for token vocabulary
of size |X| = m and side information of alphabet |S| = k due to its vector-matrix operations. In
practice, watermarking is a single step within the entire next token generation pipeline.

We analyze the computational overhead induced by applying SimplexWater and HeavyWater.
Figure @ shows the overhead of watermarking in a few common watermarks - Red-Green [I5],
Gumbel [17], Inverse-transform [I3], SynthID [1I] and our watermarks. It can be seen that The
Gumbel, Inverse transform and Red-Green watermarks induce a computational overhead of ~ 10%,
while SimplexWater, HeavyWater and SynthID induce an overhead of ~ 30%. While this overhead
is not negligible, our methods demonstrate superior performance over considered methods. However,
replacing a fast’, yet 'weaker’ watermark with ours boils down to a difference in ~ 20% increase
in generation time. We consider an implementation of the SynthID through vectorized tournament
sampling with a binary score function and 15 tournament layers, which is the method reported in
the main text experiments. As we previously mentioned, we consider top-p sampling with p=0.999.
We note that, in many text generation schemes, lower top-p values, which accelerate Sinkhorn’s
algorithm’s runtime, thus further closing the computational gap.

D.5 Experiment: Alternative Text Generation Metrics

This paper focused on distortion as the proxy for textual quality. This is a common practice in
watermarking (e.g. [17, [24] T3] [IT] 16l 25]). Distortion is measured by the discrepancy between the
token distribution Py and the expected watermarked distribution Eg[Px|s]. In practice, distortion
and textual quality are often measured with some perplexity-based measure (e.g. cross-entropy in this
paper). However, as explored in the WaterBench benchmark [41], such measures are not guaranteed
to faithfully represent degradation in textual quality.

To that end, WaterBench proposed an array of alternative generation metrics, whose purpose us
to evaluate the quality of generated watermarked text, and are tailored for specific text generation
tasks. We consider 4 datasets from the WaterBench benchmark [41]:

1. Longform QA [52]: A dataset of 200 long questions-answer generation prompts. The considered
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Figure D.10: Computational overhead over unwatermarked text generation, Llama2-7b.

generation metric is the ROGUE-L score.

2. Knowledge memorization: A closed-ended entity-probing benchmark drawn from KoLA [66],
consisting of 200 triplets sampled at varying frequencies from Wikipedia the test an LLM’s
factual recall. The considered generation metric is the F1 score as it is a factual knowledge
dataset.

3. Knowledge understanding [67]: A dataset of 200 questions that demonstrate the LLM’s
understanding of various concepts. The considered generation metric is the F1 score as it is a
factual knowledge dataset.

4. Multi-news summarization: A collection of 200 long news clusters, coupled with summarization
prompts. The score here is the ROGUE-L score.

As seen in Table [D.2] our watermarks maintain competitive performance in the considered set of
textual generation tasks, even under alternative text generation evaluation metrics.

D.6 Alternative Detection Metric

In this section we provide results on an additional detection metric. We consider the detection
probability under a false-alarm (FA) constraint. As we consider watermarks from which p-values
can be calculated, we can impose such a FA constraint. For a given set of responses obtained from
a dataset of prompts, we are interested in calculating an estimate of the detection probability at
some FA constraint, given a set of p-values, each calculated for one of the responses. We obtain an
estimate of the detection probability at a given FA constraint by taking the ratio of responses whose
p-value is lower than the proposed p-value threshold, over the total number of responses.

We provide results on the FinanceQA dataset using Llama2-7b. We consider several FA values
and visualize the resulting tradeoff curves in Figures and To obtain error-bars, we consider
the following bootstrapping technique: Out of the 200 responses, we randomly sample 200 subsets
with 150 responses and calculate the corresponding metric. From the set of 150 results we provide
error-bars, considering the average value and standard deviation. It can be seen that the trends
presented in Figures [I] and [4a] are preserved under the considered detection metric.

D.7 Additional Detection-Distortion Tradeoff Results

We provide results that explore the detection-distortion tradeoff, in addition to ones presented in Fig.
and Fig. We run three models (Llama2-7b, Llama3-8b, Mistral-7b) on two tasks (Q&A and
coding). We employ the popular Q&A dataset, FinanceQA, and code-completion dataset LCC. Fig.
[I] shows the result for Llama2-7b on Q&A, while Fig. [da] shows the result for Mistral-7B on coding.
In Fig. we present this tradeoff over the remaining datasets and LLMs.
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Figure D.11: Detection probability at a given false alarm constraint. LLama2-7b, Finance-QA dataset.

1.0
0.8
T
© 0.6
o
—
]
504
'y —e— Red-Green
@é Correlated Channel
Uy —*— Inverse Transform
—A— Gumbel
—e— SimplexWater (Ours)
0.0{v* —&— HeavyWater (Ours)

030 035 040 045 050 055 060 0.65
Cross-Entropy [nats] (<)

Figure D.12: Pp at Prs = 107%, LLama2-7b, Finance-QA dataset.

42



—logio (p) (=)

—logio (p) (=)

Llama2-7B, Coding

0.4 0.6 0.8 1.0

-~ Red-Green

@~ SimplexWater (Ours)

-~ Baseline No Watermark

% Inverse Transform

A~ Gumbel

@ HeavyWater (Ours)
synthiD

1.2 14

Cross-Entropy [nats] («)

Llama3-8B, Q&A

0.40 0.45 0.50

—@— Red-Green
~@— SimplexWater (Ours)
-o— Baseline

=% Inverse Transform
A~ Gumbel

@ HeavyWater (Ours)

0.55 0.60

Cross-Entropy [nats] («)

—logio (p) (=)

2.5

2.0

1.5

—logio (p) (=)

0.5

Mistral-7B, Q&A

—&— Red-Green

~e— SimplexWater (Ours)
- Baseline

- Correlated Channel
~- Inverse Transform

A~ Gumbel

@ HeavyWater (Ours)

0.50 0.55

0.60

Cross-Entropy [nats] (<)

*
*
0.40 0.45
&
4
—
0.30 0.35

Llama3-8B, LCC

—8— Red-Green
—@— SimplexWater (Ours)
-e- Baseline

% Inverse Transform

A Gumbel

0.65

@ HeavyWater (Ours)

0.40 0.45

0.50

Cross-Entropy [nats] («)

Figure D.13: Detection-distortion tradeoffs on multiple models and tasks.

Table D.2: Performance of Watermarking Methods across Four Datasets

Dataset Watermark Gen. Metric © % Drop in GM | —log,,p T
Gumbel 21.20 -0.856 8.006
HeavyWater 21.48 -2.188 8.089
Lonsform Simplex 21.90 -4.186 4.985
g Tnv. Tr. 21.27 -1.189 3.687
RG, 5 =1 21.25 -1.094 1.456
RG, 5§ =3 21.19 -0.809 7.078
Gumbel 5.66 -2.536 1.085
HeavyWater 5.73 -3.804 1.605
M ati Simplex 5.71 -3.442 0.977
emorization . Tr. 5.38 2.536 0.792
RG, 5 =1 5.35 3.080 0.482
RG, 5§ =3 5.82 5.435 0.912
Gumbel 33.42 -9.574 0.396
HeavyWater 32.59 -6.852 0.308
. Simplex 31.50 -3.279 0.920
Understanding = "y 27.93 8.426 1.045
RG, 5 =1 32.96 8.066 0.184
RG, 5§ =3 33.83 10.918 0.300
Gumbel 25.69 2.579 3.172
HeavyWater 25.67 2.655 3.491
. Simplex 25.86 1.934 2.701
MultiNews Inv. Tr. 25.74 2.389 1.586
RG, 5 =1 25.85 1.940 0.963
RG, 5 =3 25.74 2.389 3.781
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Distribution of Probability Metrics for llama2-7b-chat-4k Token Predictions
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Figure D.14: Histograms of statistics of token distributions on Q& A dataset. 90% token distributions fall
into the low-entropy regime with infinity norm greater than 1/2, i.e. max, P(z) > 1.
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