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Abstract—Reentrancy is a well-known source of smart contract
bugs on Ethereum, leading e.g. to double-spending vulnerabilities
in DeFi applications. But less is known about this problem
in other blockchains, which can have significantly different
execution models. Sharded blockchains in particular generally
use an asynchronous messaging model that differs substantially
from the synchronous and transactional model of Ethereum. We
study the features of this model and its effect on reentrancy bugs
on three examples: the Internet Computer (ICP) blockchain,
NEAR Protocol, and MultiversX. We argue that this model,
while useful for improving performance, also makes it easier
to introduce reentrancy bugs. For example, reviews of the pre-
production versions of some of the most critical ICP smart
contracts found that 66% (10/15) of the reviewed contracts
— written by expert authors — contained reentrancy bugs of
medium or high severity, with potential damages in tens of
millions of dollars. We evaluate existing Ethereum programming
techniques (in particular the effects-checks-interactions pattern,
and locking) to prevent reentrancy bugs in the context of this new
messaging model and identify some issues with them. We then
present novel Rust and Motoko patterns that can be leveraged
on ICP to solve these issues. Finally, we demonstrate that the
formal verification tool TLA+ can be used to find and eliminate
such bugs in real world smart contracts on sharded blockchains.

Index Terms—security, reentrancy, formal verification, smart
contracts, blockchain

I. INTRODUCTION

A decentralized autonomous organization (DAO) called
“The DAO” was initiated in 2016 on the Ethereum blockchain
as the world’s first fully digital and decentralized investment
fund. But it quickly came to a halt when an attacker exploited a
reentrancy vulnerability and extracted $50 million USD worth
of Ether [1]. Following The DAO incident, reentrancy bugs
continued to surface in various Ethereum smart contracts.
Uniswap and Lendf.Me lost $25 million in 2020, CREAM $18
million in 2021, and Fei $80 million in 2022 due to similar
vulnerabilities.

Reentrancy bugs are a general class of concurrency bugs that
long predates smart contracts. In Ethereum smart contracts,
such bugs occur when a function (method) in a smart contract
calls external contracts and causes an unintended interaction
with its internal state. The prevalence of these issues stems
from the inherent complexity in smart contract interactions,
often involving multiple contracts with interdependent code.
Detecting and mitigating such vulnerabilities poses a sig-

nificant challenge due to the extensive number of potential
interactions [2].

The persistence of this class of bugs has spawned a slurry
of research papers on reentrancy [3], [4], [5], including work
on security verification [6], [7]. The vast majority of this
research has focused on Ethereum, which is unsurprising given
its dominant market share. However, a number of more recent
blockchains (e.g., [8], [9], [10], [11], [12]) use a different,
sharded architecture in order to overcome the scalability bot-
tleneck of the Ethereum architecture. A sharded blockchain is
a collection of shards, where each shard can be seen as a sub-
chain that maintains only a portion of the entire blockchain’s
state. Shards generally have disjoint validators, lowering the
computational burden on each individual validator, as they
only keep track of their relevant portion of the state.

To maximize throughput, shards normally operate asyn-
chronously. Consequently, messaging between contracts on
different shards is usually also asynchronous. This affects
when and how reentrancy bugs can manifest themselves and
how they can be addressed. Another difference compared to
Ethereum is that many sharded blockchains use Web Assembly
(Wasm) instead of EVM for their runtime and support Rust
smart contracts, changing the space of possible solutions for
reentrancy.

In this paper, we study reentrancy bugs in this new set-
ting, focusing on blockchains where the interaction between
contracts is done in a remote procedure call (RPC) style,
which makes the interaction superficially resemble that of
Ethereum contracts. To narrow down the solution space, we
focus on blockchains that feature Wasm and Rust support. As
examples of such blockchains, we study the Internet Computer
blockchain (ICP) [8], NEAR [9], and MultiversX [10].

Our thesis is that this new setting makes reentrancy bugs
even more likely to occur. For example, we reviewed the
initial versions of the most important ICP smart contracts, such
as the contracts governing the platform itself, DAO contracts
governing the applications running on ICP, as well as contracts
wrapping Bitcoin and other tokens. The reviews showed that
66% (10/15) of these contracts — written by expert authors
— contained reentrancy bugs of medium or high severity,
with potential damages in tens of millions of dollars. Thus,
to profit from the increased performance of asynchronous
messaging models while not compromising the security of
smart contracts, it is of paramount importance to understand
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1 #[update]
2 async fn example_method(params: ...) -> ... {
3 // first message handler m1
4 let downstream_params = ...; // process params
5 let downstream_result = call(downstream_contract, downstream_params).await;
6 // second message handler (callback) m2
7 let my_result = ...; // process downstream_result
8 my_result
9 }

Fig. 1. Async/await for callback handling

reentrancy bugs in those models and develop robust pro-
gramming techniques to counteract such bugs. Furthermore,
we need practical ways of ensuring that these programming
techniques are applied correctly and actually prevent the bugs.

This paper makes the following contributions to the study
of reentrancy:

1) We describe how reentrancy bugs manifest themselves
in the novel, asynchronous execution model of sharded
blockchains (as opposed to the synchronous, transaction-
based model of Ethereum) and the new challenges that
this model poses.

2) We identify new challenges for known programming
techniques for preventing reentrancy, in particular the
effects-checks-interactions pattern and locking [3].

3) We describe how features of the Internet Computer can
be leveraged to provide a robust locking technique using
Rust and Motoko (a bespoke language for ICP [13]).

4) We demonstrate that formal verification, in particular
model checking using the Temporal Logic of Actions
(TLA+) toolkit, is effective in combating reentrancy
bugs in the asynchronous messaging model. We show
on a real-world case study how TLA+ can verify the
correct application of the locking technique mentioned
above. We also describe a general strategy for modeling
Internet Computer smart contracts in TLA+.

The paper is organized as follows. In section II, we provide
the background on the execution and messaging models of the
studied blockchains. Section III describes how reentrancy bugs
manifest themselves in these models. Then, in section IV we
present existing programming techniques to prevent reentrancy
bugs on Ethereum and discuss their shortcomings for sharded
blockchains. We then provide concrete locking patterns in
Rust and Motoko to prevent reentrancy bugs for smart con-
tracts on the Internet Computer. In section V, we describe
an approach to discover reentrancy bugs using TLA+ or
verify their absence, including a general strategy for modeling
Internet Computer smart contracts in TLA+. We evaluate the
effectiveness of the patterns and TLA+-based verification in
section VI, and conclude in section VII.

II. BACKGROUND

We start with some background on the execution and
messaging models of the three blockchains that we study in
this paper: the Internet Computer, the NEAR protocol, and
MultiversX.

A. Internet Computer (ICP)
Smart contracts on ICP are written using WebAssembly

(Wasm), or using any language that can compile down to
Wasm, such as Rust or Motoko. In addition to its Wasm heap
and stack, an ICP smart contract gets access to ICP’s system
API using Wasm module imports.

The most important aspect of the system API for our
purposes is related to contract calls. Logically, ICP allows a
smart contract to expose methods that other contracts (and
users) can call. A method then provides a response to the
caller, which the caller can process. Under the hood, a call
is performed using two messages: a request from the caller
to the callee, and a response from the callee to the caller.
Contracts process these messages using message handlers,
which are just Wasm functions. Such functions can be marked
as public, making them method entry points. While processing
a message (either a request or a response), a handler can issue
a response, or it can issue further downstream calls. For each
such downstream call, the handler designates a Wasm function
from the contract code as a callback function, which the system
will use as the message handler for the response (the function
needn’t be public). Thus, a method call can be broken up into
multiple message handlers. Crucially, whenever some handler
issues a downstream request, the execution of the upstream
call is effectively suspended until the response arrives, but
the contract is allowed to process other messages (both other
requests and responses).

Moreover, higher-level languages (such as Rust) often come
with syntactic sugar in the form of async/await syntax, which
can be leveraged to take care of the callback handling for
the user. For example, the Internet Computer Rust libraries
support writing code as in Figure 1. This code is compiled
into two message handlers, the first of which processes the
parameters and then makes the downstream call. The second
handler processes the result of the downstream call and returns
the result to the caller.

This messaging model has the following properties that are
important for the topic of reentrancy:

1) Only a single message handler (handling a single mes-
sage) is executed at a time per smart contract. So
message execution is sequential, and never parallel.

2) Multiple messages, e.g., from different calls, can inter-
leave and have no reliable execution ordering.

3) If a message handler traps / panics, its state changes are
reverted.



4) Every request will eventually receive a response, though
the response may be a system-generated error response.

Consider Figure 1 again, and suppose that two calls A and
B are made to example_method roughly at the same time.
As discussed, for each call two message handlers are executed.
For call A, we denote the first message handler (line 3 to 6)
as mA,1 and the callback (line 5 to 9) as mA,2. Analogously,
the handlers for call B are denoted as mB,1 and mB,2. Let’s
consider possible message execution orderings in this example,
according to the messaging properties above. Probably the
most intuitive ordering is mA,1,mA,2,mB,1,mB,2, i.e. each
callback is executed immediately after the first message. But
as there is no reliable message ordering (property 2), for
example, the execution ordering mA,1,mB,1,mA,2,mB,2 is
also possible. This second ordering, where both callbacks
are executed only after processing the first messages, can
be highly beneficial as it can greatly increase throughput.
For example, mB,1 can be executed in parallel with the
downstream contract’s handler that’s handling A’s downstream
call. However, the ordering can be unintuitive and unexpected
by developers, leding to subtle reentrancy vulnerabilities, as
we describe later.

B. NEAR Protocol

The execution and messaging models of NEAR are very
similar to those of ICP, as demonstrated by the following
properties. Smart contracts in NEAR are written in Wasm,
or any language that compiles to Wasm, with official SDKs
for Rust and Typescript. Cross-contract calls in NEAR are
asynchronous and the code that issues the cross-contract call
registers a callback method. Between issuing the call and
executing the callback, arbitrary other calls can be processed.
Furthermore, every call is guaranteed to eventually receive a
response, and a message handler that traps reverts its state.

Despite these similarities, there are two notable differences
in NEAR compared to ICP:

• There is no support for async/await Rust syntax; callbacks
must be explicitly constructed.

• Callbacks must be publicly accessible, so they have to do
their own authorization checks.

Due to the models being so similar, reentrancy bugs look
very similar on both platforms.

C. MultiversX

The execution and messaging models of MultiversX are
almost identical to those of NEAR. Wasm and Rust are
supported, and callbacks must be constructed explicitly, with
explicit authorization checks. The main difference is that Mul-
tiversX also supports an additional, synchronous call model,
which works only for calling contracts on the same shard.

III. REENTRANCY ATTACKS

We now describe new flavors of reentrancy issues that can
arise due to the properties of the messaging models described
in section II. To illustrate this, we give a simplified example,
inspired by an actual vulnerability we found in the ckBTC

contracts. ckBTC [14] is a token on the Internet Computer that
is securely backed 1:1 by Bitcoin[15] (BTC), allowing faster
and cheaper transactions compared to the Bitcoin network. The
ckBTC ledger smart contract manages the users’ balances of
ckBTC. To obtain ckBTC, users deposit BTC on the Bitcion
network to an account owned by the ckBTC minter. The minter
uses ICP’s chain-key threshold ECDSA signatures [16] to own
Bitcoin. Once the user deposits BTC, it notifies the minter
contract, which converts the deposited BTC to ckBTC.

The simplified version of the minter’s notification method
is shown in Figure 2. On line 4, the minter fetches the caller’s
deposited UTXOs [17] from the Bitcoin network, with the help
of a special BTC smart contract that integrates ICP with Bit-
coin. Only UTXOs that have not yet been processed and stored
in the internal data structure minter_controlled_utxos
are considered as new and are used to mint ckBTC. The minter
then instructs the ledger on line 5 to mint the corresponding
amount of ckBTC for the caller. Finally, the newly minted
UTXOs are accounted for in the minter’s internal data structure
on line 6.

An important security goal of the minter is to avoid
double-minting by making sure that newly deposited UTXOs
can be used at most once to mint ckBTC. At first sight,
notify_minter seems to achieve that, because the new
UTXOs are accounted for immediately after the ledger is
instructed to mint the ckBTC, and the next invocation of the
method will no longer consider these UTXOs as new.

However, there is a subtle reentrancy issue that allows
double minting. Consider two parallel calls A and B again.
For simplicity, we ignore that line 4 also calls out to an-
other contract, as that is not important for our example.
With this simplification, just as in the example of sec-
tion II-A, there are again message handlers mA,1,mA,2

and mB,1,mB,2 corresponding to the two calls, respec-
tively, where the second handlers are the callback execu-
tions that update minter_controlled_utxos on line 6.
Now suppose the handlers are executed in the ordering
mA,1,mB,1,mA,2,mB,2. Then, mA,1 and mB,1 both fetch
the caller’s UTXOs, and both consider the newly deposited
UTXOs as new, resulting in double-minting the given amount
of ckBTC on the ledger in line 5. Only in the callback
executions mA,2,mB,2, when it is already too late, is the
internal data structure updated to prevent later calls from
considering the same UTXOs as new.

This interleaving could also arise in NEAR and MultiversX,
the code would just look differently as these chains do not
support the async/await syntax. However, this interleaving
could not occur in an Ethereum smart contract, as the entire
call including the mint operation on the ckBTC ledger would
be executed atomically, with no interleaved calls. If the ledger
is trusted – which it would normally be, as it is developed
and controlled by the same entity as the minter contract – it
will also not call back into the minter contract, so the code
above is actually safe. But if the ledger were not trusted, the
analogous minter contract on Ethereum would also have a
similar double-minting issue if the ledger maliciously called



1 #[update]
2 async fn notify_minter() -> Result<(), String> {
3 let owner = caller();
4 let utxos = fetch_new_utxos(owner).await?;
5 mint_ckbtc_on_ledger(owner, utxos).await?;
6 minter_controlled_utxos.update(owner, utxos);
7 Ok(())
8 }

Fig. 2. A simplified version of the real-world minter notification method

1 #[update]
2 async fn notify_minter() -> Result<(), String> {
3 assert!(!is_locked(), "Already processing a call");
4 lock();
5 let owner = caller();
6 let utxos = fetch_new_utxos(owner).await?;
7 mint_ckbtc_on_ledger(owner, utxos).await?;
8 minter_controlled_utxos.update(owner, utxos);
9 unlock();

10 Ok(())
11 }

Fig. 3. Basic mutex-based locking pattern

back into notify_minter [2]. We will next see what the
existing approaches to counteracting such bugs on Ethereum
are, and why these approaches cannot be directly translated to
the asynchronous models from section II.

IV. PROGRAMMING TECHNIQUES FOR COMBATING
REENTRANCY ATTACKS

Reentrancy bugs can be avoided by using safe coding
patterns. Demeyer et al. [3] identify two main such patterns
for Solidity and the Ethereum blockchain: checks-effects-
interactions and mutexes.

The checks-effects-interactions pattern modifies a contract’s
internal data structures before interacting with external con-
tracts. Consider again the notify_minter example above,
but now consider the case where the ledger is potentially
malicious and can call back into the minter contract. As
mentioned earlier, this could cause the double-minting issue
above even on Ethereum. To counteract that, the checks-
effects-interactions pattern would swap the order in the code
above to put the effect of updating the internal data structure
(line 6) before the interaction of calling the ledger (line 5).
However, this fix does not trivially work in the asynchronous
models from section II: it could happen that the UTXOs would
be accounted for (first message handler) but then the mint
call fails and no ckBTC are minted. Unlike on Ethereum, the
effects of updating the internal data structures would then not
be rolled back and these internal data structures would be left
in an inconsistent state.

The second pattern, mutex, prevents concurrent calls by
obtaining a mutual exclusion lock on the minter contract. We
can apply it to the notify_minter example as shown in
Figure 3. There, the added locking functions check/set/unset
a simple boolean flag in the smart contract’s state. The same
pattern would be applied to any state-changing function on the

minter contract, ensuring that no interleaved calls are possible,
and thus preventing reentrancy attacks. However, there are two
problems with directly applying this pattern to the blockchains
covered in section II:

1) This type of locking can be brittle. In all of the
blockchains covered in section II, if the callback traps
(e.g. due to a bug), state changes are not persisted and
thus the contract is left in a locked and broken state.

2) Such contract-wide locking as above is normally too
aggressive as it negates the performance benefits of
interleavings that were mentioned in section II. Finer-
grained locking is often needed to achieve both security
and performance.

In the following, we describe locking patterns for Inter-
net Computer contracts to avoid the issues above. We first
provide a detailed Rust pattern which is inspired by Alexan-
drescu [18], and then give a high-level description of a pattern
in Motoko [13], a language specifically designed for ICP.
The code in Figure 4 shows how to implement a lock per
caller (CallerGuard) with a Drop implementation that
automatically releases the lock when the struct goes out of
scope. As can be seen in the modified notify_minter
method in Figure 4, the lock is very easy to use.

The pattern from Figure 4 can be adapted to the appropriate
locking granularity, e.g. to implement a global (contract-wide)
lock, to acquire a lock on any subset of the smart contract’s
state, or for limiting the number of callers that are allowed to
execute a given method at the same time.

The pattern also avoids the other issue mentioned earlier,
namely that the smart contract could end up in a locked state if
the callback traps. It avoids this problem by using ICP’s system
API and Rust libraries features that can call cleanup code on
traps in order to make sure that any local variables are still
dropped, in this case dropping the lock. Note that this cleanup



1 pub struct State {
2 // A "principal" is an ICP user identifier
3 pending_requests: BTreeSet<Principal>,
4 }
5 thread_local! {
6 static STATE: RefCell<State> = RefCell::new(
7 State{pending_requests: BTreeSet::new()}
8 );
9 }

10 pub struct CallerGuard {
11 principal: Principal,
12 }
13 impl CallerGuard {
14 pub fn new(principal: Principal) -> Result<Self, String> {
15 STATE.with(|state| {
16 let pending_requests = &mut state.borrow_mut().pending_requests;
17 if pending_requests.contains(&principal){
18 return Err(format!("Already processing a request for principal {}",
19 &principal));
20 }
21 pending_requests.insert(principal);
22 Ok(Self { principal })
23 })
24 }
25 }
26 impl Drop for CallerGuard {
27 fn drop(&mut self) {
28 STATE.with(|state| {
29 state.borrow_mut().pending_requests.remove(&self.principal);
30 })
31 }
32 }
33 #[update]
34 async fn notify_minter() -> Result<()), String> {
35 let owner = caller();
36 // Using `?`, return an error immediately if there is already a call in progress for
37 // `caller`.
38 // Note that `let _ = CallerGuard::new(caller)?`, wouldn't work as it will drop
39 // the guard immediately and locking would not be effective.
40 let _guard = CallerGuard::new(owner)?;
41 let utxos = fetch_new_utxos(owner).await?;
42 mint_ckbtc_on_ledger(owner, utxos).await?;
43 minter_controlled_utxos.update(owner, utxos);
44 Ok(())
45 } // Here the guard goes out of scope and is dropped

Fig. 4. Improved locking pattern

code is not visible in the above example, because it is part of
ICP’s smart contract Rust library that automatically registers
the cleanup. While one can use finer-grained locks and release
them in callbacks in both NEAR and MultiversX as well,
the pattern presented above is unfortunately not applicable to
them, as there is no functionality that allows dropping the
lock on trap. In case of MultiversX, it would be possible to
pass the lock to the callback where it would get dropped on
successful execution of the callback, but still the lock would
not be released on a trap.

In Motoko, an analogous locking behavior can be achieved
by using try / finally [19]. If errors or traps happen in the
try or catch blocks, the finally clause will still execute
and can safely release locks. This employs the same cleanup
functionality mentioned above.

V. TLA+ FOR REENTRANCY ATTACKS

Applications of the locking technique should be evaluated
to confirm that they actually correctly prevent reentrancy bugs.
As such bugs occur due to unexpected interleavings of smart
contract calls, and as the number of possible interleavings is
normally huge, it is difficult to establish the correctness of
a smart contract using simple testing, even if test coverage
is high. Techniques like fuzzing are also difficult to apply,
since they would require controlling the message handler
scheduling, which none of our surveyed blockchains support.
An alternative approach is to apply formal verification tools
to systematically (within some bounds) examine all possible
schedules, and find such bugs (including any intentional ex-
ploits) or ensure their absence. In this section, we show how



to use TLA+ for this purpose, on the example of the ckBTC
minter contract.

TLA+ [20] is a formal language for specifying and verifying
complex systems. Additionally, the language is accompanied
by a set of tools for formal verification. The tools include
TLC [21] (an explicit state model checker), Apalache [22]
(an SMT-based bounded model checker), and TLAPS [23] (an
interactive proof assistant for TLA+).

TLA+ models systems as transition systems, also called
state machines. While the logical formulas of TLA+ can have
many different shapes, in practice, systems are described in
TLA+ by providing the following four elements:

1) A list of variables that the system state consists of.
2) An initial predicate Init, which specifies the allowed

initial states by specifying the constraints on variables.
3) A transition predicate Next, which specifies how the

state of the system evolves. It is a predicate over two
states, the current and the successor state, and the system
is allowed to move from a state s to a state s′ whenever
Next(s, s′) holds.

4) The system can optionally specify some fairness condi-
tions, that are useful when specifying liveness properties,
as we will see later.

As such, TLA+ is very general and not in any way geared
towards any particular messaging model for smart contracts, or
smart contracts in general. However, the asynchronous model
in particular can be modeled very easily. Transition system in-
terleavings can directly model message handler interleavings.
Thus, TLA+ can be used to model contracts in any of the
blockchains from section II, for the purpose of eliminating
reentrancy bugs. Moreover, the TLA+ toolkit also provides
PlusCal [24], which is essentially syntax sugar on top of
TLA+, and which we found to be well suited for modeling
Internet Computer smart contracts that use the async/await
syntax. We next describe a general strategy for this modeling.

A. Using PlusCal to model async/await

In PlusCal, the transition system is described as a collection
of processes, written in an imperative style. Each process can
have multiple concurrently executing instances. In addition
to global system variables, which are shared among the
processes, each process can define its own local variables,
and each process instance then has exclusive access to its
own instance of those local variables. The model author can
define how the variables are initialized. Processes contain
one or more blocks, which are delimited using labels in
the source code. Each block is executed atomically, but the
execution of the different process instances can be interleaved
by interleaving the execution of their blocks.

Under the hood, PlusCal models get translated into a
regular TLA+ transition system. The system’s initial predicate
constrains each variable to equal its initial value as defined
in PlusCal. The system’s transition predicate is defined as a
disjunction of predicates, each of which describes how and
when the execution of a single block of a single process
instance can change the instance-local and global variables.

The insight here is that the execution model of the Internet
Computer maps well onto the shape of PlusCal models,
leading to the following general strategy of modeling Internet
Computer smart contracts using PlusCal.

a) Modeling messages and contract-global state: The
model uses global system variables for:

1) buffers with in-flight messages to the contract;
2) buffers with in-flight messages from the contract; and
3) the contract’s global state (i.e., its Wasm heap).

ICP orders requests delivered between a pair of smart con-
tracts. We thus model the in-flight requests from one contract
to another by a buffer variable that contains a queue and create
one such buffer variable for each pair of contracts where the
first contract calls the second. For example, Figure 5 shows
the PlusCal model of the notify_minter method. There,
we have one queue for the requests to the BTC canister
that integrates with the Bitcoin network to provide the latest
Bitcoin state, and another queue for requests to the ckBTC
ledger. For responses, there is no ordering guarantee. The
buffer variables that model responses thus hold an unordered
collection, i.e., a set of responses. The variables are initialized
such that the buffers are empty. An empty sequence, i.e.,
queue, is written as <<>> in TLA+. The requests (resp.
responses) are then consumed (resp. produced) by another
part of the model that models the BTC and ckBTC ledger
canisters, which we omit here for brevity. As in the previous
examples, we also omit the definitions of some auxiliary
PlusCal functions (such as those for putting the requests in
the buffers, or for updating the variable holding the minter
controlled UTXOs). The two additional global variables in
Line 4 of Figure 5 model the ckBTC minter heap, storing the
internal UTXO bookkeeping data and the locks. The initial
values of these variables correspond to the state of the Wasm
memory of a freshly installed smart contract, whatever that is
for the particular contract (in this case, empty sets).

b) Modeling contract methods and local variables: We
create one PlusCal process for each method of the analyzed
smart contract. Each instance of the process will correspond
to a single method execution. We can control how many
executions are analyzed by setting the size of the instance
(e.g, NOTIFY_MINTER_PROCESS_IDS in Figure 5) when
doing the verification (see section VI). We rely on PlusCal
process-local variables to model the method’s local variables.
The variables are initialized on a case-by-case basis, and can
also be chosen non-deterministically (e.g., an arbitrary user
calling the method in reality is modeled by picking the owner
non-deterministically in Figure 5).

c) Modeling atomic message handlers: We create one
PlusCal label for each message handler in the method. E.g.,
we have the three labels start, receive UTXOs, and a mark
minted for notify_minter in Figure 5. Recall that blocks,
delimited by labels, are executed atomically – exactly like
message handlers in ICP’s execution model. The label body
describes how the handler processes a message. We use Plus-
Cal control flow constructs (such as if/else, goto, or just simple
order of labels) to ensure that the model executes the different



1 variables
2 minter_btc_requests = <<>>; minter_btc_responses = {};
3 minter_ledger_requests = <<>>; minter_ledger_responses = {};
4 minter_controlled_utxos = {}; locks = {};
5

6 process ( Notify_Minter \in NOTIFY_MINTER_PROCESS_IDS)
7 variable owner \in USERS, utxos = {};
8 {
9 Notify_Minter_Start:

10 await(owner \notin locks);
11 locks := locks \union {owner};
12 make_fetch_utxo_request(self, owner);
13 Notify_Minter_Receive_Utxos:
14 with(response \in { r \in minter_btc_responses: Caller(r) = self}) {
15 minter_btc_responses := minter_btc_responses \ {response};
16 if(Is_Ok(response.status)) {
17 utxos := Get_Utxos(response);
18 make_minting_request(self, owner, utxos);
19 } else {
20 locks := locks \ {owner};
21 goto Done;
22 }
23 };
24 Notify_Minter_Mark_Minted:
25 with(response \in { r \in minter_ledger_responses: Caller(r) = self}) {
26 minter_ledger_responses := minter_ledger_responses \ {response};
27 if(Is_Ok(response.status)) {
28 update_minter_controlled_utxos(owner, utxos);
29 };
30 };
31 locks := locks \ {owner};
32 goto Done;
33 };

Fig. 5. PlusCal/TLA model of notify_minter method.

message handlers in the same order as the actual smart contract
method does. We desugar the async/await syntax by explicitly
removing a response from the incoming buffer at the start
of each message handler (except the first), and enqueueing
a new request at the end of each message handler (except
the last). We use the process identifier (provided by the
self keyword) to distinguish messages sent from concurrent
invocations of the same method. We use the with keyword
to non-deterministically pick responses satisfying a condition
(the transition is blocked until the condition can be satisfied).
Similarly, we use await to block transitions on a certain
condition (e.g., we block the start of the notify_minter
method in line 10 as long as the owner is locked). We manually
release locks in all cases.

B. Defining properties

In addition to the model of the smart contract, one must also
specify the contract’s desired properties. This is done in ”pure”
TLA+, i.e., without using PlusCal. We thus expect this part
of the process to also apply to NEAR or MultiversX smart
contracts, even if they cannot benefit from PlusCal. On the
example of ckBTC (see the full TLA+ model [25] for more
details), the main property is that the sum of the amounts of
all UTXOs that are controlled by the ckBTC minter must be
equal or higher than the total supply of ckBTC (as minted

on the ckBTC ledger). This property protects the system
from malicious users, by ensuring that they cannot exploit a
reentrancy bug in order to double-spend their deposited BTC.
We have found a violation of this property in an early version
of the ckBTC contract. Interestingly, we have also observed
reentrancy bugs that would be detrimental to the user. Namely,
the early version of the ckBTC contract also had a bug that
could cause the user to lose their money in the process of
redeeming BTC for ckBTC. The property that was violated
by the bug was that, ignoring fees, if the system quiets down
by no longer adding deposits or redeem requests, we want the
total supply of ckBTC to eventually rise to equal the amount
of deposited BTC. This way, we can guarantee that no BTC is
lost in the conversion process. This is a liveness property, and
it is conditioned on certain fairness conditions, which prohibit
the model of the system from idling when there is work to
be done (which doesn’t happen in practice), but also require
the users to sufficiently often update their ckBTC balances by
calling the notify_minter method on the minter contract.

VI. EVALUATION

Having described both our programming techniques and
our TLA+-based modeling and verification approach, we now
evaluate the effectiveness of both.



On the empirical side, we note that 8 of the evaluated
Rust ICP contract suites, including 7 out of 9 previously
vulnerable ones, are now using the proposed locking solution
in production. Most of these suites include platform-critical
contracts. The resulting smart contracts have no known bugs,
while the performance impact of the locking patterns is
insignificant. First, the pure instructions overhead is small:
for the notify_minter method, the locking code takes
8192 instructions in tests in small settings (few users and
UTXOs), which currently costs around 4 · 10−8 USD and
represents 2.92% of the method’s total instructions on the
happy path. Second, even though the locking pattern does in
theory decrease the possible parallelism in processing a single
user’s requests (since it prohibits a user from running multiple
operations), this has not caused any known performance prob-
lems in practice. The reason is that typical end-users rarely
perform parallel operations.

Furthermore, as discussed earlier, we used the TLA+ models
to strengthen the confidence in the correctness of the smart
contracts which use the new locking techniques. Once the
model and the properties are defined (as described in sec-
tion V), the TLA+ toolkit can analyze whether the properties
are satisfied by the model. For the analysis, we opted to use
the TLC model checker. The model checker is able to perform
the analysis fully automatically, with no further human input
needed. This is in contrast to TLAPS, which requires sig-
nificant manual interaction, and Apalache, which in practice
requires the model author to formulate auxiliary inductive
invariants, and also cannot analyze liveness properties.

As with any explicit state model checker, the downside of
using TLC is that it can only cope with a finite system state.
This requires stating explicit bounds on all of the system’s
parameters. For example, TLC requires a bound on the number
of concurrent calls to notify_minter, even if in reality
there is no hard bound. Similarly, bounds are required for
the number of concurrent calls to the other methods, the total
amount of BTC in circulation, the number of users considered,
and so on. Furthermore, such bounds also have to be made
very small, otherwise TLC quickly runs out of resources (such
as memory or time), as any increase of the bounds tends to
lead to an exponential blowup of the system space. For the
ckBTC example, we have been able to verify all properties
discussed in section V-B for a model [25] with up to 2 parallel
invocations of the minter notification call, 2 BTC withdrawal
calls (not presented in this paper), 2 users, and a BTC supply
of 3 Satoshi. The model checking took around a day and
further increases of bounds presumably would lead to further
blow up of checking time. While these bounds may seem
impractically small, we note that previous empirical research
in different areas has found that the vast majority of bugs
can be recreated with very small bounds. For example, Lu
et al. [26] found that 96% of the studied concurrency bugs
require only 2 threads to be triggered, and Yuan et al. [27]
find that 98% of the examined bugs in distributed systems can
be triggered with 3 or fewer nodes. In our experience, the
analysis with small bounds proved sufficient in practice. The

analysis detects problems whenever the protective mechanisms
are removed from the model. Furthermore, while we have
found previously undiscovered bugs using TLC, we are yet
to manually find a reentrancy bug that was missed in the TLC
analysis due to the bounds being too small.

Finally, we deem the TLA+ verification process to be fairly
effective in terms of effort. A first model of the ckBTC minter
contract took around 3 weeks to produce, which is comparable
to the time needed for a manual security review. The scope
of a manual review would be significantly larger, covering
all security aspects rather than just reentrancy, but in our
experience it is a reasonable investment given the prevalence
of reentrancy bugs and their large impact, especially for DeFi
applications where stakes are high.

VII. CONCLUSION

In this paper, we studied the reentrancy problem in sharded
blockchains, notably ICP, NEAR, and MultiversX. In con-
trast to blockchains like Ethereum, these blockchains have
asynchronous messaging models. Such models can exhibit
reentrancy bugs in more scenarios than the Ethereum’s syn-
chronous model. They also make it more challenging to use
existing techniques for preventing reentrancy bugs, including
locking techniques. First, when locks are acquired in methods
that span multiple messages, partial state rollbacks due to traps
might cause locks to not be released. Second, locking has to be
balanced with performance: a major advantage of interleaving
messages is that this increases performance, which is lost again
if locking is done too aggressively.

For the Internet Computer, we provided a concrete locking
pattern that prevents reentrancy bugs despite these challenges.
In future work, it would be interesting to develop similar
patterns for NEAR and MultiversX. Of course such patterns
are only helpful if they are readily used in practice. Therefore,
another relevant piece of future work is to make such patterns
available in libraries so that they can be used and improved
by many developers.

Since reentrancy problems are hard to find, we also demon-
strated how one can leverage the formal verification tool TLA+
to help with this, using the ckBTC minter contract as a real-
world case study. We presented how the smart contracts on
the Internet Computer written using async/await syntax can
be conveniently translated into PlusCal, which in turn can
be input to the TLA+ tool. We believe that TLA+ can also
be effectively applied to NEAR and MultiversX where the
message and execution models are similar; there, the modeling
should be simpler, as there is no need to ”desugar” the
async/await syntax. Another interesting question to further
investigate is how models can be kept up-to-date with code,
especially for mutable smart contracts that are developing over
time. In particular, it would be interesting to study whether
parts of the translation from code to models can be automated
or whether discrepancies between them could be automatically
detected, e.g., with testing.
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