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ABSTRACT
The growing adoption of large pre-trained models in edge comput-
ing has made deploying model inference on mobile clients both
practical and popular. These devices are inherently vulnerable to
direct adversarial attacks, which pose a substantial threat to the
robustness and security of deployed models. Federated adversar-
ial training (FAT) has emerged as an effective solution to enhance
model robustness while preserving client privacy. However, FAT
frequently produces a generalized global model, which struggles
to address the diverse and heterogeneous data distributions across
clients, resulting in insufficiently personalized performance, while
also encountering substantial communication challenges during
the training process.

In this paper, we propose Sylva, a personalized collaborative
adversarial training framework designed to deliver customized de-
fense models for each client through a two-phase process. In Phase
1, Sylva employs LoRA for local adversarial fine-tuning, enabling
clients to personalize model robustness while drastically reducing
communication costs by uploading only LoRA parameters during
federated aggregation. In Phase 2, a game-based layer selection
strategy is introduced to enhance accuracy on benign data, further
refining the personalized model. This approach ensures that each
client receives a tailored defensemodel that balances robustness and
accuracy effectively. Extensive experiments on benchmark datasets
demonstrate that Sylva can achieve up to 50× improvements in
communication efficiency compared to state-of-the-art algorithms,
while achieving up to 29.5% and 50.4% enhancements in adversarial
robustness and benign accuracy, respectively.
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1 INTRODUCTION
With the rapid advancement of large language models (LLM), large-
scale pre-trained models have garnered widespread attention across
various fields, including computer vision [11], autonomous driv-
ing [66], and healthcare [22], etc. Fine-tuning pre-trainedmodels for
downstream tasks has gradually established itself as a novel learn-
ing paradigm [19, 20, 35]. Meanwhile, the increasing computational
power of edge devices has facilitated the localized deployment
of the pre-trained models, unlocking their potential for various
applications on devices [37, 68].

However, recent studies have revealed substantial security risks
associated with deploying pre-trained models on edge devices.
The typically weak protection mechanisms of these devices render
their various permissions susceptible to unauthorized access, expos-
ing sensitive resources to potential exploitation [74]. Furthermore,
the parameters of the machine learning model stored locally on
edge devices are often inadequately secured, increasing the risk
of theft or manipulation [9]. On the other hand, many pre-trained
model weights and architectures are open-source, allowing attack-
ers to easily obtain original parameters and designs from public
repositories. This accessibility enables the development of more
sophisticated attack strategies, such as embedding backdoors or
executing poisoning attacks on fine-tuned models for downstream
tasks [21, 31]. Such vulnerabilities pose significant threats to the
reliability and security of edge-based machine learning applications,
highlighting an urgent need for robust defense mechanisms.

To mitigate these challenges, adversarial training (AT) has be-
come a widely utilized defense strategy [25, 40, 70]. By incorporat-
ing benign and adversarial data during the training process, this
approach enhances model robustness while striving to maintain
accuracy. Despite its effectiveness, traditional adversarial training
faces notable limitations when applied in real-world scenarios. As
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shown on the left side of Fig. 1, the challenges of adversarial train-
ing stem from several key factors. First, the limited data available
to local clients often hinders effective adversarial training, leading
to suboptimal performance or increased risks of overfitting during
fine-tuning for downstream tasks. Second, the data across different
clients is non-independent and identically distributed (non-IID).
For instance, in autonomous driving, data collected under extreme
weather conditions is scarce [41], while in healthcare, datasets from
different hospitals exhibit significant variability [65]. This variabil-
ity exposes weaknesses that attackers can exploit, such as rare
weather conditions in autonomous driving or underrepresented pa-
tient groups in healthcare. Additionally, privacy concerns prohibit
uploading client data to the cloud for centralized training, further
exacerbating these challenges.

Inmulti-client environments, federated adversarial training (FAT)
has proven to be a powerful approach for enhancing model robust-
ness in multi-client environments while preserving privacy [78].
As large pre-trained models gain prominence, fine-tuning through
FAT is expected to become a dominant trend, enabling devices
to contribute their limited data via periodic synchronization and
knowledge sharing. Despite its potential, most existing studies have
concentrated on building generalized global models to address the
challenges of non-IID data [6, 27, 75]. However, in the presence
of significant data heterogeneity, such global models often fail to
deliver effective defense tailored to individual clients. Their strong
generalization, while advantageous in some contexts, limits their
ability to adapt to unique client-specific data distributions, result-
ing in diminished performance, as illustrated on the right side of
Fig. 1. Additionally, the integration of FAT with large pre-trained
models introduces communication overhead, which may signifi-
cantly impact training speed, particularly in resource-constrained
environments. These limitations expose a glaring gap in current
methodologies and raise an urgent question: Can we design a per-
sonalized adversarial training framework that provides robust and
tailored defense models for each client while preserving the training
efficiency on edge devices?

This study aims to address three critical challenges in adversar-
ial fine-tuning pre-trained models in multi-client environments:
(1) Designing a personalized defense framework: Given the
heterogeneous data distributions across clients, a collaborative ad-
versarial training framework is required to provide each client
with a tailored defense model while ensuring data privacy. (2) En-
hancing both adversarial robustness and benign accuracy:
Developing a training paradigm to improve the adversarial robust-
ness of models while maintaining high accuracy on benign data is
crucial to ensure reliable performance in diverse and challenging
scenarios. (3) Balancing efficiency for clients: Achieving im-
proved performance on resource-constrained edge devices requires
addressing communication and training efficiency challenges. By
achieving these objectives, each client can obtain a model that is
both robust and highly accurate, tailored specifically to its unique
data distribution. Such models excel in downstream tasks under
typical conditions while providing strong, personalized defenses
against adversarial attacks targeting individual clients.

To address the challenges above, we propose Sylva, a collabora-
tive framework that tailors pre-trained models with robust defense
capabilities through personalized adversarial fine-tuning for edge

devices. Sylva is designed to fine-tune models in a way that simul-
taneously enhances robustness and accuracy for each client, even
in environments with heterogeneous data distributions. To vali-
date the feasibility of our approach, we first conduct preliminary
experiments leveraging the low-rank adaptation (LoRA) algorithm
for personalized adversarial fine-tuning in real-world scenarios.
These experiments not only demonstrate the potential of LoRA
in adversarial training but also expose the critical limitations of
existing defense strategies. Then we present Sylva’s two-phase
training framework. In the first phase, personalized adversarial
training divides the model into two modules: the LoRA module
and the classifier module. The parameters of the LoRA module are
shared and aggregated across clients to enhance the generalization
ability of the model backbone for adversarial feature extraction.
Meanwhile, the classifier module is fine-tuned locally on each client,
enabling personalized improvements in classifying adversarial sam-
ples based on each client’s unique data distribution. We propose a
novel adaptive class-balanced dynamic weighted loss for handling
data heterogeneity and a ball-tree-based aggregation algorithm to
accelerate adversarial training convergence. In the second phase,
we employ a Shapley value-based cooperative game approach to
enhance the accuracy of benign data for each client. We identify
and selectively freeze the optimal layers within each model, striking
a critical balance that maximizes accuracy of benign data while
minimizing any compromise in robustness. This strategic layer ad-
justment ensures that each client’s model achieves a higher degree
of personalization, effectively navigating the trade-off between be-
nign accuracy and adversarial robustness. The main contributions
of this paper can be summarized as follows:

• To our best knowledge, we propose the first personalized
collaborative adversarial training framework for pre-trained
models, enabling client-specific defenses while preserving
privacy and minimizing overhead on edge devices.
• We introduce a novel training paradigm for LoRA-based
adversarial fine-tuning, integrating adaptive optimization
strategies with a ball-tree-based model aggregation and a
newly designed loss, to enhance robust generalization under
heterogeneous data distributions.
• We propose a cooperative game-based layer freezing method
for pre-trained models, leveraging a novel value function
and Monte Carlo sampling to optimize the trade-off between
benign data accuracy and model robustness.
• We conduct experiments on widely used datasets and pre-
trained models, comparing Sylva with popular defenses un-
der various attack scenarios, demonstrating its effectiveness
in personalized defense.

2 PRELIMINARIES
2.1 Federated Adversarial Training
Federated learning is an effective training algorithm for protecting
client data privacy [34, 42, 53]. In a distributed systemwith𝑁 clients
and a central server, each client 𝑖 has its private dataset (𝑥,𝑦) ∈ D𝑖 ,
where 𝑥 represents the benign samples, and 𝑦 denotes the ground
truth. The server initializes the model, and client 𝑖 downloads the
model, denoted as 𝑤𝑖 and trains it using local data. The training
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Figure 1: Challenges of adversarial training in multi-client scenario. (1) Left: Local traditional adversarial training performs
well for classes with abundant data but struggles with those that are rare or unseen. (2) Right: Federated adversarial training
addresses these issues by improving generalization across clients. However, it lacks the necessary personalization to meet the
specific needs of individual clients and their unique data distributions.
objective for each client can be expressed as

𝑓𝑖 (𝑤𝑖 ) =
1
|D𝑖 |

∑︁
(𝑥,𝑦) ∈D𝑖

𝑓𝑖 (𝑤𝑖 , 𝑥,𝑦), (1)

where |D𝑖 | denotes the size of the dataset for client 𝑖 .
For federated adversarial training, the local training objective is

to enable the model to recognize both benign samples and adversar-
ial samples, thereby improving its robustness through adversarial
training. For a benign sample 𝑥 , we add noise 𝜎 to generate an
adversarial sample 𝑥𝑎𝑑𝑣 = 𝑥 + 𝜎 . The goal of generating robust ad-
versarial samples is to find the noise that maximizes the model loss
L(𝑤𝑖 , 𝑥 + 𝜎,𝑦). The local training objective for clients in federated
adversarial training can be expressed as

𝑓𝑖 (𝑤𝑖 , 𝑥, 𝑥𝑎𝑑𝑣, 𝑦) = minE𝑥∼D𝑖

[
max

∥𝑥𝑎𝑑𝑣−𝑥 ∥∞≤𝛿
L(𝑤𝑖 , 𝑥, 𝑥𝑎𝑑𝑣, 𝑦)

]
.

(2)
After training locally for a certain number of rounds, clients

upload their models to the server, where parameter aggregation
is performed using the data size of each device as a weight, repre-
sented as

𝑤𝑔 =

𝑁∑︁
𝑖=1

|D𝑖 |𝑤𝑖∑𝑁
𝑖=1 |D𝑖 |

. (3)

Subsequently, clients can download the global model𝑤𝑔 for further
local training. This process is repeated until final convergence.

2.2 Low-Rank Adaptation
Fine-tuning pre-trained models in mobile computing is challenging
due to limited GPU memory, which often makes training all model
parameters impractical. Low-rank adaptation (LoRA) [20] addresses
this issue by freezing pre-trained model parameters and introducing
lightweight trainable layers into transformer modules, significantly
reducing computational overhead.

During the fine-tuning process, the updated parameters exhibit a
low intrinsic rank. For a LoRA fine-tuned model𝑤 ∈ R𝑟𝑖𝑛×𝐶 , where
𝑟𝑖𝑛 represents the input dimension, and𝐶 denotes the total number

of prediction classes. The entire model can be divided into two parts:
the backbone𝑤𝐵 ∈ R𝑟𝑖𝑛×𝑟𝑜𝑢𝑡 and the classifier𝑤𝐶 ∈ R𝑟𝑜𝑢𝑡×𝐶 . The
backbone’s parameters can be represented as the combination of
the pre-trained model parameters 𝑤𝑃 ∈ R𝑟𝑖𝑛×𝑟𝑜𝑢𝑡 and the LoRA
module parameters𝑤𝐿 ∈ R𝑟𝑖𝑛×𝑟𝑜𝑢𝑡 . The LoRA parameters𝑤𝐿 can
be expressed as a product of two low-rank matrices𝑤𝐿𝐴 ∈ R𝑟𝑖𝑛×𝑟
and 𝑤𝐿𝐵 ∈ R𝑟×𝑟𝑜𝑢𝑡 . We define the overall mapping of the model
as F (·), where the pre-trained model mapping and LoRA module
mapping are F 𝑃 (·) and F 𝐿 (·), and the classifier mapping is F𝐶 (·).
For a sample 𝑥 the model output can be expressed as

𝑦 = F (𝑥) = F𝐶 (F 𝑃 (𝑥) + F 𝐿 (𝑥)) . (4)

During training, the parameters of𝑤𝑃 remain frozen, and only𝑤𝐿
is updated, achieving a performance comparable to full-parameter
fine-tuning.

2.3 Threat Model
We analyze the security risks associated with deploying large pre-
trained models in distributed multi-client scenarios, including per-
spectives from both attackers and defenders.

2.3.1 Attacker. We posit that deploying models on client devices
introduces potential system-level vulnerabilities, which attackers
can exploit to gain access to client permissions and compromise
the model’s inference process through adversarial attacks.

Depending on the level of access an attacker has to the client
model, these attacks can be classified into two categories:
• White-box attacks. The attacker has full access to all pa-
rameters of the deployed model and can leverage this infor-
mation to generate highly effective adversarial samples. This
scenario forms the basis for most existing attack methodolo-
gies.
• Grey-box attacks. The attacker knows the pre-trainedmodel
from which the client’s task is fine-tuned and can access the
original pre-trained model parameters (e.g., publicly plat-
forms like Hugging Face) but lacks access to the fine-tuned
parameters deployed on the client.
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Table 1: Adversarial training with/without LoRA

Metrics Methods ResNet18 ViT-T ViT-B ViT-L

AR↑ (%) w-LoRA 48.22 58.72 61.14 64.69
w/o-LoRA 54.36 53.28 59.02 62.18

BA↑ (%) w-LoRA 59.35 63.27 69.73 75.91
w/o-LoRA 62.05 60.14 64.37 70.66

Time↓
(103s/epoch)

w-LoRA 0.31 0.84 1.60 4.90
w/o-LoRA 0.38 1.13 1.90 6.38

Paras↓ (M) w-LoRA 0.51 1.95 2.06 2.29
w/o-LoRA 11.16 7.37 84.84 292.14

Mem↓ (G) w-LoRA 0.98 0.89 3.14 6.63
w/o-LoRA 1.25 1.04 4.86 11.43

The objective of the attacker in both scenarios is to exploit the
accessible model parameters to execute adversarial attacks on the
client’s downstream tasks. The adversarial samples generated must
meet two critical criteria: (1) Inconspicuousness. The perturba-
tions in the adversarial samples should be subtle enough to go
unnoticed by humans. (2) Impactfulness. The adversarial attacks
must effectively compromise the model’s downstream tasks, even
when standard defense mechanisms are in place.

2.3.2 Defender. We propose involving defenders in the fine-tuning
process of client models for downstream tasks to enhance robust-
ness. Collaborative fine-tuning is assumed to take place within a
distributed framework based on a parameter server (PS) architec-
ture [26]. In this setup, the defender operates at the server level,
providing macro-level oversight and regulation of client activities
to ensure robust and secure model training.

Defenders should possess the following three characteristics:

• Data Privacy. The defense mechanism must safeguard the
privacy and security of each client’s private data, ensuring
no compromise occurs during the training or deployment
process.
• Heterogeneity. Clients operate in diverse scenarios, requir-
ing the defense approach to support personalized models
that account for individual preferences and adversarial capa-
bilities.
• Efficiency. To accommodate the limited computational re-
sources of clients and mitigate potential network congestion,
the defense strategy should prioritize efficiency, minimizing
both memory usage and communication overhead.

In the FAT scenario, it is considered that for clients with similar
data distributions, there are dedicated and advanced secure devices
specifically used for data collection and defense training. For exam-
ple, in autonomous driving, secure vehicles can be utilized to collect
driving data and train defense models, ensuring robust security
during the training process. Upon completing the training phase,
the models are deployed to other vehicles with similar distribu-
tion but lower security capabilities, such as those within the same
geographic region, to perform inference tasks. The FAT training
paradigm ensures that attackers can only target the inference pro-
cess on deployed devices, as the secure vehicles used during the
training phase, equipped with robust defenses, remain inaccessible
and protected from attacks.
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Figure 2: Performance of personalized LoRA in adversarial
training under heterogeneous environments
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Figure 3: PCA embedding of the LoRA model after federated
adversarial training

2.4 Preliminary Analysis of Existing Issues
In this section, we explore the critical issues in fine-tuning pre-
trained models for multi-client attack-defense systems. To address
these issues, we design experiments to validate their impact, offer-
ing essential insights for the development of Sylva. Specifically, we
raise four key research questions:

• Q1: How can the computational resources of edge devices
be effectively leveraged for adversarial defense training?
• Q2: How can personalized framework be tailored to meet
the unique requirements of each client?
• Q3: How can valuable knowledge be effectively extracted
from clients with diverse data distributions?
• Q4: How can the trade-off between adversarial robustness
and benign accuracy be systematically optimized?

We conduct preliminary experiments to explore the above questions,
highlighting our discoveries for each experiment and identifying
remaining challenges that guide the design of Sylva.

2.4.1 Impact of Adversarial Training with LoRA. Adversarial train-
ing via full model training has demonstrated effectiveness, but it
incurs high training costs, rendering it inefficient for edge devices
with limited computational resources. To address this, we conduct
experiments to evaluate the effectiveness of adversarial fine-tuning
using LoRA.

We utilize the widely-used ResNet [16] and ViT [11] (ViT-T/16,
ViT-B/16, ViT-L/16) pre-trained models, applying the TRADES al-
gorithm [70] for adversarial fine-tuning via LoRA on the CIFAR-10
dataset [24]. ResNet and ViT-T are trained for 50 epochs, while
ViT-B and ViT-L are trained for 100 epochs. The test environment
is simulated according to the setup described in Section 4. The
experimental results are evaluated using five metrics: Adversar-
ial Robustness (AR), assessed by accuracy on adversarial samples;
Benign Accuracy (BA), assessed by accuracy on benign samples;
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Time, which tracks the time required per training epoch; Parame-
ter Size (Paras), which quantifies the number of model parameters
fine-tuned during training; GPU Memory (Mem), the GPU required
for adversarial training with a fixed batch size.

The experimental results, presented in Table 1, demonstrate that
adversarial fine-tuning using LoRA significantly reduces training
time by up to 23.2% compared to full model fine-tuning. More-
over, LoRA requires only 0.7% of the parameters needed for full
model training, saving approximately 30.5% of GPU memory dur-
ing training and making it highly efficient in resource-constrained
edge devices. Additionally, as model size increases, both AR and
BA improve with LoRA-based adversarial fine-tuning. This aligns
with findings in other tasks [20, 56], where as the model size in-
creases, the low-rank eigenvalues in the model’s mapping space
capture most of the energy. Consequently, low-rank fine-tuning
enhances adaptation to downstream tasks while preserving the
model’s overall feature extraction capabilities.

Discovery 1: LoRA-based adversarial fine-tuning preserves or
even improves defense effectiveness while drastically reducing
computational overhead, making it ideal for edge devices.

However, a critical challenge arises when scaling from single-
client to multi-client training, as it requires designing a collabora-
tive adversarial defense framework using LoRA to fully leverage
its advantages.

2.4.2 Impact of the Personalized Framework. In multi-client envi-
ronments, federated adversarial training has been widely adopted.
However, most existing approaches rely on training a global model,
which becomes ineffective when data distributions across devices
are heterogeneous. This limitation arises from attackers designing
tailored attack strategies based on the data distribution of down-
stream tasks. As a result, each client’s model requires personalized
defense mechanisms. This raises a crucial question: Can we de-
compose each client’s model into two distinct components—one
focused on learning generalized adversarial features, and the other
on capturing personalized classification outcomes?

Given the powerful feature extraction capabilities of pre-trained
model backbones, we believe that their feature extraction ability
remains effective for adversarial examples after adversarial fine-
tuning. To explore this, we conduct an experiment simulating two
clients, where the training and testing data for each client are split
according to the same Dirichlet distribution, thereby simulating a
unique non-IID environment for each client [29]. We utilize three
different ViTmodels and implement a federated adversarial training
strategy, applying TRADES for local fine-tuning through LoRA, on
the CIFAR-10 [24], STL-10 [7], and GTSRB [59] datasets. The feder-
ated adversarial training involve 5 local training epochs followed
by parameter upload and cloud aggregation, repeated for 15 rounds.
For the model upload step, we compare two strategies: uploading
whole parameters (W) versus uploading only the LoRA parameters
of the backbone while excluding the classifier parameters (L). The
latter approach enables the training of a shared global backbone
while allowing each client to personalize its classifier.

As shown in Fig. 2, the personalized aggregation approach (L)
achieves superior performance in both BA and AR metrics on aver-
age for each client. This is attributed to our framework’s ability to
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Figure 4: Comparison of aggregationmethods for adversarial
training in heterogeneous environments
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Figure 5: Comparison of aggregationmethods for adversarial
training in heterogeneous environments
learn generalized features while tailoring the classifier. In contrast,
the whole parameter aggregation approach (W) performs poorly, as
aggregation in a heterogeneous environment induces model drift,
hindering convergence.

Discovery 2: Aggregating only the backbone (LoRA) and per-
sonalizing the classifier preserves generalized feature extraction
while enhancing the classifier’s sensitivity to heterogeneity, en-
suring both global generalization and personalized defense.

Despite the effectiveness of this personalized framework, a new
training paradigm is urgently required to further enhance robust
generalization and adaptability within the LoRA-based collabora-
tive adversarial training framework.

2.4.3 Impact of the Aggregation Method. Many studies have shown
that data heterogeneity in federated adversarial training causes
model drift on client devices, with direct aggregation slowing con-
vergence [6, 27, 75]. We believe that, in the personalized federated
adversarial framework, LoRA parameters may also be impacted
by non-IID data, leading to drifts that undermine the adversarial
generalization of the fine-tuned backbone.

We simulate a system with 15 clients, where each client’s hetero-
geneous data follows a Dirichlet distribution [29]. After 10 epochs
of local adversarial training, we apply PCA algorithm to the LoRA
parameters, reducing them to 3 dimensions, as shown in Fig. 3. The
results reveal drifts in some local LoRA models due to data het-
erogeneity. We design two aggregation strategies: one aggregates
all models (All), while the other selectively aggregates only those
whose PCA-compressed parameters are close, excluding models
with significant drifts (Sel). After the same federated adversarial
fine-tuning, the averaged test results for each client, shown in Fig. 4,
demonstrate that only aggregating normal models yields higher
AR and BA metrics. This strategy removes models with excessive
drift, thereby accelerating the generalization and convergence of
the adversarial backbone.
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Discovery 3: Data heterogeneity can cause LoRA model drift,
and models with excessive drift, when aggregated, can enhance
convergence speed and reduce adversarial training performance.

However, the drifted model may contain unique knowledge not
present in others. Discarding it outright could expedite convergence
but risks losing valuable information, ultimately undermining the
effectiveness of adversarial training. Moreover, compressing all
LoRA parameters using PCA is computationally intensive, with
efficiency significantly declining as the number of clients scales.
Thus, a more refined aggregation approach is needed.

2.4.4 Limitations of the Robustness-Accuracy Trade-off. In adver-
sarial training within pre-trained models, the key challenge is to
maximize benign accuracy while maintaining adversarial robust-
ness. The method in [77] enhances benign accuracy by first comput-
ing the loss for each model layer using a set of adversarial samples.
The top-𝑝 layers with the lowest loss—indicating minimal sensi-
tivity to robustness—are selected for unfreezing, while the others
remain frozen. The model is then trained on benign data, enhancing
benign accuracy without sacrificing robustness.

However, the method has a critical flaw: the 𝑝 selected layers
may not remain optimal after joint selection due to layer inter-
actions affecting overall performance. To verify this, we conduct
the following experiment: for the robust models trained on the 15
clients, we measure the loss of each layer as in [77]. We then select
multiple combinations of 𝑝 layers, unfreezing them while freezing
the others, and retrained the model using benign data.

Fig. 5 shows accuracy changes for adversarial and benign sam-
ples after fine-tuning. The x-axis represents clients, and the y-axis
represents the sum of losses from each layer, arranged in ascending
order. In Fig. 5a, the trend in robustness aligns with expectations:
selecting 𝑝 layers with lower loss (i.e., lower robustness sensitiv-
ity) has a lesser impact on robustness, while layers with higher
loss negatively affect it. However, an intriguing observation is that
the combination yielding the lowest loss does not always produce
the best results, as layer interactions can alter the final outcome.
Meanwhile, Fig. 5b shows significant variance in benign accuracy
improvement, indicating the need for a trade-off: the selection with
the lowest robustness loss does not always result in the greatest
benign accuracy gain.

Discovery 4: Jointly selecting robustness-insensitive layers for
fine-tuning effectively enhances benign accuracy, but the inter-
actions among layers prevent achieving the optimal outcome.

Therefore, it is crucial to design an effective and efficient fine-
tuning method to identify the appropriate layers, aiming to mini-
mize the reduction in robustness while maximizing benign accuracy
improvement.

3 METHODOLOGY
In this section, we present the framework of the Sylva algorithm,
offering a comprehensive explanation of its key components and
the overall training process.

3.1 Overview
Fig. 6 provides an overview of the framework and training process
of the Sylva algorithm, which is divided into two distinct phases.

In the Phase 1, personalized adversarial fine-tuning, the algo-
rithm is implementedwithin a federated learning framework, where
each client employs the LoRA fine-tuning method to personalize
adversarial training. Each client fine-tunes its pre-trained model us-
ing our proposed novel loss function, updating only the LoRA and
classifier modules. After local training rounds, LoRA parameters
are uploaded to the cloud, where a ball-tree-based method assigns
weights for aggregation and updates. Clients then download the
aggregated LoRA model, iterating this process until convergence.
Through this method, each client ultimately obtains a shared global
backbone, which incorporates the aggregated LoRA modules. This
backbone is capable of generalizing robust feature extraction from
adversarial samples. Simultaneously, each client retains its person-
alized classifier module, which ensures targeted defense against
adversarial attacks specific to its own data distribution.

The Phase 2, cooperative game-based fine-tuning, aims to en-
hance the benign accuracy of models on standard downstream
tasks while preserving their robustness. For the personalized mod-
els trained by each client in Phase 1, we assume they already exhibit
sufficient robustness against adversarial samples. However, their
inference performance on local benign data can still be further im-
proved. To achieve this, each client independently and in parallel
fine-tunes its model using its local benign dataset. In this phase,
we introduce a value function and adopt a cooperative game-based
approach leveraging Shapley values to identify the optimal layers
of the large model to freeze during training. This strategic layer
selection maximizes the value function, allowing the models to
improve their accuracy on benign data while incurring minimal
loss of robustness. The outcome is a refined client-specific model
that balances robust feature extraction with enhanced performance
on standard tasks.

3.2 Personalized Adversarial Fine-tuning
We introduce the training details of Phase 1, including the design
of the novel LoRA-based training paradigm, the optimization of the
aggregation algorithm, and the workflow of training process.

3.2.1 Adaptive Class-balanced Dynamic Weighted Loss. Current
adversarial training algorithms predominantly focus on designing
loss functions that balance the relationship between benign data
and adversarial samples, seeking an optimal trade-off between accu-
racy and robustness. Building on this, we aim to design a novel loss
function specifically adapted to LoRA fine-tuning, incorporating a
class-weighting strategy that accounts for heterogeneous data dis-
tributions, enhancing adversarial training for each client’s unique
local data.

We address the class imbalance problem by utilizing the number
of samples for each class. Specifically, on each client 𝑖 , the class
imbalance weight can be calculated based on its local dataset D𝑖 as

ℎ𝐵𝑎𝑠𝑒𝑖𝑐
=

1 − 𝛾
1 − 𝛾𝑛𝑖𝑐 , (5)

where 𝑐 represents a specific class, and 𝑛𝑖𝑐 denotes the number
of samples belonging to class 𝑐 on client 𝑖 . 𝛾 is a hyperparameter,
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Figure 6: The overview of Sylva. (1) Left: Phase 1—Clients and the cloud collaborate in personalized federated adversarial
fine-tuning to obtain a generalized backbone and personalized classifier. (2) Right: Phase 2-Clients apply a game-based algorithm
to fine-tune layers, enhancing robustness while improving accuracy.
typically set in the range [0.5, 0.99]. We assume there are 𝐶 total
classes. The method reduces weights for frequent classes while
emphasizing underrepresented ones.

However, pre-trained models are primarily trained on benign
data andmay lack sufficient sensitivity to adversarial samples. More-
over, when client data distributions differ significantly from the pre-
training data, directly applying the aforementioned weight scheme
in adversarial fine-tuning can lead to convergence challenges. To
improve the model’s generalization in extracting adversarial fea-
tures across classes, we introduce a dynamic smoothing weight
scheme to stabilize the training process. The weight is defined as

ℎ𝐴𝑑𝑎𝑖𝑐
(𝑡) = 𝜖 · ℎ𝐴𝑑𝑎𝑖𝑐

(𝑡 − 1) + (1 − 𝜖) · ℎ𝐵𝑎𝑠𝑒𝑖𝑐
(𝑡), (6)

where 𝜖 is a smoothing hyperparameter in the range [0, 1], and 𝑡
represents the local training epoch. The smoothed class weights
are normalized as

ℎ𝑖𝑐 (𝑡) =
ℎ𝐴𝑑𝑎
𝑖𝑐
(𝑡)∑𝐶

𝑐=1 ℎ
𝐴𝑑𝑎
𝑖𝑐
(𝑡)

. (7)

As local adversarial training progresses, the smoothed weights
gradually approach the preset class weights. The corresponding
adversarial training loss can be expressed as

L𝐴 (𝑤𝑖 , 𝑥𝑎𝑑𝑣, 𝑦) = min
∑︁

(𝑥,𝑦) ∈D𝑖

ℎ𝑖𝑦 · L𝐶𝐸 (F (𝑤𝑖 , 𝑥𝑎𝑑𝑣), 𝑦), (8)

where L𝐶𝐸 (·) denotes the cross-entropy loss to improve the ro-
bustness, ℎ𝑖𝑦 represents the smoothed class weight for the class 𝑦
of the sample 𝑥 at the current training epoch.

Furthermore, it is crucial to ensure that adversarial training does
not significantly compromise the model’s accuracy on benign data,
requiring the model to maintain sensitivity to benign inputs. This
requirement is quantified by measuring the similarity between
the model’s output vectors for benign and adversarial samples. To

enforce it, we incorporate a KL-divergence loss term, defined as

L𝑆 (𝑤𝑖 , 𝑥, 𝑥𝑎𝑑𝑣) = L𝐾𝐿 (F (𝑤𝑖 , 𝑥), F (𝑤𝑖 , 𝑥𝑎𝑑𝑣))

=
∑︁

softmax(F (𝑤𝑖 , 𝑥)) · log
(

softmax(F (𝑤𝑖 , 𝑥))
softmax(F (𝑤𝑖 , 𝑥𝑎𝑑𝑣))

)
.

(9)

For the backbone module of pre-trained models, our optimiza-
tion objective is to improve its generalization in feature extraction
for adversarial samples. Meanwhile, the classifier module focuses
on personalized classification performance. To account for client
heterogeneity, we introduce a regularization loss to prevent exces-
sive LoRA updates and preserve backbone generalization. The loss
function is formulated as

L𝑅 (𝑤𝐿𝑖 ,𝑤
𝐿
𝑔 ) =




𝑤𝐿𝑖 −𝑤𝐿𝑔 


22 , (10)

where 𝑤𝐿
𝑖
and 𝑤𝐿𝑔 represent the LoRA parameters of client 𝑖 and

the global aggregated LoRA parameters, respectively. Finally, by
combining Eq. (8), Eq. (9) and Eq. (10), we weight the above loss
terms to obtain the adversarial training loss as

L = L𝐴 + 𝜆1L𝑆 + 𝜆2L𝑅 . (11)

Each client conducts local adversarial training based on Eq. (11),
with updates restricted to the LoRA and classifier modules. Clients
upload LoRA parameters after fixed epochs for global aggregation
on the server.

3.2.2 Ball-tree-based Aggregation. Upon receiving the LoRA pa-
rameters from each client, the server faces model heterogeneity due
to variations in local data distributions. Since the primary goal of ad-
versarial training for the pre-trained model’s backbone, fine-tuned
with LoRA, is to generalize feature extraction from adversarial sam-
ples, models trained on highly biased client data could potentially
disrupt the global model. Uniform aggregation of model weights
across all clients may, therefore, hinder convergence efficiency.

We adopt a ball-tree-based [10] retrieval method to assign aggre-
gation weights to each client model. The LoRA model parameters
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received from each client are flattened into vectors, represented as

G = {G(𝑤𝐿1 ),G(𝑤
𝐿
2 ), . . . ,G(𝑤

𝐿
𝑁 )}, (12)

where G(·) is the flatten function. We treat each G(𝑤𝐿
𝑖
) as a node

and construct a ball tree for the entire vector G. The ball tree
algorithm is a spatial indexing method that organizes multidimen-
sional data in a tree structure. Each non-leaf node represents a
hypersphere enclosing a subset of data, facilitating efficient nearest
neighbor searches by recursively partitioning the data. For client
𝑖 , we can use the ball tree to identify the 𝑘 client model vectors
{G(𝑤𝐿

𝑗1
),G(𝑤𝐿

𝑗2
), . . . ,G(𝑤𝐿

𝑗𝑘
)} that are most similar to its parame-

ters, and compute the distances between them

𝑑𝑖 𝑗𝑚 = ∥G(𝑤𝐿𝑖 ) − G(𝑤
𝐿
𝑗𝑚
)∥2, 𝑚 = 1, 2, . . . , 𝑘 (13)

Then, gaussian weighting is applied to these distances to obtain the
aggregation weight for each client model, denoted as

𝑞𝑖 =

∑𝑘
𝑚=1 exp

(
−𝑑𝑖 𝑗𝑚

𝜎2

)
∑𝑁
𝑖=1

∑𝑘
𝑚=1 exp

(
−𝑑𝑖 𝑗𝑚

𝜎2

) . (14)

The weighting scheme favors clients with stable data, centrally
located in high-dimensional space and exhibiting stronger robust
generalization, while assigning lower weights to those with more
extreme, dispersed distributions. Finally, by combining Eq. (3), the
server can obtain the aggregated LoRA model as

𝑤𝐿𝑔 =

𝑁∑︁
𝑖=1

𝑞𝑖 |𝐷𝑖 |𝑤𝑖∑𝑁
𝑖=1 𝑞𝑖 |𝐷𝑖 |

. (15)

Our aggregation computes weights over high-dimensional pa-
rameters, where naive nearest neighbor search incurs 𝑂 (𝑁 2) com-
plexity. Leveraging the ball tree algorithm reduces this to𝑂 (𝑁 log𝑁 )
by efficiently capturing distance relations, enabling scalability to
large-scale scenarios.

3.3 Cooperative Game-based Fine-tuning
After Phase 1, each client fuses the global LoRAwith the pre-trained
model to obtain a robustly generalized backbone. Adding a per-
sonalized classifier enables effective adversarial defense. However,
we believe that benign accuracy can be further improved without
sacrificing robustness.

3.3.1 Shapley Game for Layers. In Phase 2, each client indepen-
dently trains using its own data in parallel, further fine-tuning its
personalized model. Our goal is to select 𝑝 layers from the 𝐿 layers
of the robust model for training on benign data, while freezing the
remaining layers, to maximize accuracy improvements and mini-
mize robustness degradation. This problem is framed as a coopera-
tive game, with Shapley values [57] used to quantify the marginal
contribution of each layer and optimize the overall value function.

Let L represent the set of model layers, and S denote one subset
of layers selected for training while freezing the rest. We define
two sensitivity losses as

L𝑟𝑜𝑏 (S) = L𝐶𝐸 (F (𝑤
{S}
𝑖

, 𝑥𝑎𝑑𝑣), 𝑦) − L𝐶𝐸 (F (𝑤𝑖 , 𝑥𝑎𝑑𝑣), 𝑦), (16)

L𝑎𝑐𝑐 (S) = L𝐶𝐸 (F (𝑤 {S}𝑖
, 𝑥), 𝑦) − L𝐶𝐸 (F (𝑤𝑖 , 𝑥), 𝑦), (17)

to quantify the impact of training S: L𝑟𝑜𝑏 measures changes in
loss for adversarial samples, and L𝑎𝑐𝑐 measures changes in loss

for benign samples. A smaller L𝑟𝑜𝑏 indicates that the selected
layers are less sensitive to robustness, meaning fine-tuning them
minimally affects robustness. Conversely, a larger L𝑎𝑐𝑐 suggests
that the selected layers have potential for further optimization on
benign data. Based on these metrics, we define the value function
in the cooperative game as

𝑣 (S) = L𝑎𝑐𝑐 (S) − 𝛽 · L𝑟𝑜𝑏 (S), (18)

where 𝛽 is a hyperparameter used to adjust the value in the coop-
erative game. Subsequently, we can calculate the Shapley value for
each layer 𝑙 as its average marginal contribution, denoted as

𝜙𝑙 =
∑︁

S⊆L\{𝑙 }

|S|!(𝐿 − |S| − 1)!
𝐿!

[𝑣 (S ∪ {𝑙}) − 𝑣 (S)] . (19)

This parameter accounts for each participating layer’s marginal
contribution across all possible combinations of participants and
computes the average. Finally, we select 𝑝 layers, denoted as P =

{𝑙1, 𝑙2, . . . , 𝑙𝑝 }, where 𝜙𝑙1 ≥ 𝜙𝑙2 ≥ · · · ≥ 𝜙𝑙𝑝 . By freezing the other
layers and fine-tuning only these selected layers using benign data,
the model’s accuracy can be effectively improved.

3.3.2 Monte Carlo Sampling Optimization. While the cooperative
game approach leveraging Shapley values effectively identifies the
optimal layers for fine-tuning to enhance the model’s benign accu-
racy, its computational complexity is prohibitively high. Specifically,
for each layer, it requires evaluating all subsets of the remaining
layers and computing the value function, resulting in a complex-
ity of 𝑂 (2𝐿 × 𝐿). To address this, we plan to adopt Monte Carlo
sampling to optimize computational cost.

We randomly generate 𝐵 permutations of the model layers, de-
noted as 𝜋 (1) , 𝜋 (2) , . . . , 𝜋 (𝐵) . For each permutation 𝜋 (𝑏 ) , we iden-
tify the position of layer 𝑙 and define the set of all layers preceding
𝑙 in that permutation as 𝑆 (𝑏 )

𝑙
. The marginal contribution of layer 𝑙

when added to 𝑆 (𝑏 )
𝑙

is then represented as

𝜙𝑙 ≈
1
𝐵

𝐵∑︁
𝑏=1

[
𝑣 (S(𝑏 )

𝑙
∪ {𝑙}) − 𝑣 (S(𝑏 )

𝑙
)
]
. (20)

As the number of samples 𝐵 increases, the calculated contribution
values converge to the results of the Shapley value game. The
computational complexity is reduced to 𝑂 (𝐵 × 𝐿), with the error
decreasing at a rate of 𝑂 (1/

√
𝐵) as 𝐵 grows.

3.4 The Workflow of Sylva
Algorithm 1 outlines the Sylva defense algorithm. Each client 𝑖

holds its private benign dataset D𝑖 . A global model𝑤𝑔 and a local
model𝑤𝑖 , both utilizing LoRA for fine-tuning, are constructed and
deployed.

In Phase 1, personalized adversarial fine-tuning is implemented
with the following steps:
• Initialize the server model𝑤𝑔 , and allow clients to download
the LoRAmodel’s parameters𝑤𝐿𝑔 from the server. Each client
then constructs its local model𝑤𝑖 . (Line 4-7)
• Each client generates adversarial examples from its local
dataset D𝑖 using the PGD method. Then, the client trains
locally for 𝑇1 epochs using Eq. (11), only updating its LoRA
parameters𝑤𝐿

𝑖
and classifier parameters𝑤𝐶

𝑖
. (Line 8-14)
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Algorithm 1 Sylva’s Adversarial Training Process
1: Input: Local training epoch 𝑇1, aggregation epoch 𝑇2, local

benign dataD𝑖 , global model𝑤𝑔 (𝑤𝐿𝑔 ,𝑤𝑃𝑔 ,𝑤𝐶𝑔 ), and local model
𝑤𝑖 (𝑤𝐿𝑖 ,𝑤

𝑃
𝑖
,𝑤𝐶
𝑖
), where 𝑖 ∈ {1, 2, . . . , 𝑁 }.

2: Output: Personalized, robust, high-accuracy client models.
3: In Phase 1:
4: Initialize: Server’s model𝑤𝑔 and clients’ models𝑤𝑖 .
5: for 1 to 𝑇2 do
6: for client 𝑖 ∈ {1, 2, . . . , 𝑁 } parallel do
7: Client 𝑖 downloads the global LoRAmodel as𝑤𝐿

𝑖
. Combine

𝑤𝐿
𝑖
,𝑤𝑃

𝑖
and𝑤𝐶

𝑖
to form𝑤𝑖 ;

8: for 1 to 𝑇1 do
9: for 𝑥 ∈ D𝑖 do
10: 𝑥𝑎𝑑𝑣 = PGD(𝑤𝑖 , 𝑥);
11: Train and calculate loss L with Eq. (11);
12: 𝑤𝐿

𝑖
,𝑤𝐶
𝑖
← SGD(𝑤𝑖 ,L);

13: end for
14: end for
15: Each client upload LoRA model𝑤𝐿

𝑖
to server;

16: end for
17: Server aggregate LoRA model with Eq. (15);
18: end for
19: In Phase 2:
20: for client 𝑖 ∈ {1, 2, . . . , 𝑁 } parallel do
21: Fuse𝑤𝐿

𝑖
,𝑤𝑃

𝑖
, and𝑤𝐶

𝑖
to form the model𝑤𝑖 ;

22: for layer 𝑙 ∈ 𝑤𝑖 do
23: Calculate marginal contribution with Eq. (20);
24: end for
25: Select layers P = {𝑙1, 𝑙2, . . . , 𝑙𝑝 }, 𝜙𝑙1 ≥ 𝜙𝑙2 ≥ · · · ≥ 𝜙𝑙𝑝 ;
26: Freeze layers except P and train model𝑤𝑖 by D𝑖 ;
27: end for

• Clients upload their updated 𝑤𝐿
𝑖
parameters to the server,

which aggregates them using Eq. (15) to update the global
LoRA parameters𝑤𝐿𝑔 . This process is repeated for𝑇2 rounds.
(Line 15-18)

After completing Phase 1, each client possesses the shared global
LoRA model 𝑤𝐿

𝑖
, the frozen pre-trained backbone 𝑤𝑃

𝑖
, and a per-

sonalized classifier𝑤𝐶
𝑖
. Phase 2 involves cooperative game-based

fine-tuning, which proceeds as follows:
• Each client fuses the updated𝑤𝐿

𝑖
,𝑤𝑃

𝑖
, and𝑤𝐶

𝑖
from Phase 1

to construct the complete local model𝑤𝑖 . It then calculates
the marginal contribution 𝜙𝑙 for each layer 𝑙 using Eq. (20),
quantifying the relative contribution of each layer. (Line
21-24)
• Based on the computed marginal contributions, the top-𝑝
layers with the highest contribution values are selected to
form the set P. (Line 25)
• Using the client’s local benign data, all layers outside the
set P are frozen, while the layers within P are fine-tuned to
enhance the model’s benign accuracy. (Line 26)

Through this workflow, each client obtains a personalized large
model tailored to its data distribution, achieving high accuracy on
benign data while effectively resisting adversarial attacks.

Table 2: Performance comparison of Sylva and baseline under
different datasets and attack algorithms (ViT-B/16)

Datasets Baselines Benign(BA) FGSM PGD SparseFool PAP

CIFAR-10

FA-PGD-AT 39.25 45.89 42.50 48.02 44.12
FA-TRADES 50.12 45.04 43.39 45.71 43.56
FA-Gen-AF 53.42 46.95 45.73 45.53 45.39
FP-PGD-AT 41.04 45.28 43.63 48.51 45.43
FP-TRADES 52.85 47.45 45.42 46.02 44.46
FP-Gen-AF 54.70 48.52 46.21 49.88 47.12
DBFAT 53.56 45.63 44.94 48.93 48.41
Per-Adv 48.28 44.52 42.61 44.31 44.40
Per-LoRA 53.02 47.21 44.32 46.71 44.35
Sylva(Ours) 59.03 52.88 55.03 52.68 51.89

STL-10

FA-PGD-AT 34.53 39.85 38.61 40.26 39.88
FA-TRADES 42.65 37.65 36.50 39.80 39.20
FA-Gen-AF 44.72 38.57 37.18 39.65 40.15
FP-PGD-AT 36.48 38.58 37.21 41.32 39.74
FP-TRADES 43.68 39.10 37.21 38.92 38.85
FP-Gen-AF 45.83 41.01 38.53 41.83 41.23
DBFAT 45.55 41.05 38.01 41.60 40.75
Per-Adv 36.71 40.20 38.87 39.93 39.67
Per-LoRA 44.37 40.84 38.11 41.09 40.66
Sylva(Ours) 49.11 43.78 41.48 44.05 44.20

GTSRB

FA-PGD-AT 60.17 68.34 68.98 71.67 71.52
FA-TRADES 74.38 67.88 68.68 70.65 72.33
FA-Gen-AF 76.45 68.91 67.89 71.72 71.48
FP-PGD-AT 62.53 68.85 68.92 71.93 71.83
FP-TRADES 76.43 69.37 69.85 70.88 71.49
FP-Gen-AF 79.55 69.51 69.90 71.56 73.15
DBFAT 79.40 68.58 68.72 70.70 73.45
Per-Adv 63.70 68.03 67.83 69.68 70.09
Per-LoRA 74.84 68.70 68.34 71.01 70.78
Sylva(Ours) 80.49 72.63 72.40 73.78 74.30

CIFAR-100

FA-PGD-AT 12.45 25.82 25.27 27.36 26.59
FA-TRADES 24.08 24.88 23.35 25.20 25.44
FA-Gen-AF 23.65 25.33 24.20 26.16 25.47
FP-PGD-AT 13.71 25.70 25.25 28.00 26.79
FP-TRADES 24.61 23.83 25.32 26.67 25.69
FP-Gen-AF 25.07 25.45 25.34 27.46 26.63
DBFAT 25.02 25.11 25.29 27.11 28.33
Per-Adv 15.31 24.37 24.47 25.02 26.80
Per-LoRA 24.85 25.38 24.92 27.13 27.06
Sylva(Ours) 26.95 27.63 26.23 28.95 28.70

4 EXPERIMENTS
Throughout our experimental evaluation, we explore the perfor-
mance of Sylva defense under diverse distributed environments
and attack scenarios. We compare Sylva with baselines to highlight
its personalized defense advantages and assess its feasibility and
adaptability across different settings, addressing four key research
questions.
• RQ1: How does Sylva perform against different attack algo-
rithms in terms of robustness and accuracy?
• RQ2: How does Sylva handle varying heterogeneous data
distributions across diverse clients?
• RQ3: How does Sylva achieve efficiency in communication
and computation in distributed environments?
• RQ4: How do Sylva’s hyperparameters influence its overall
robustness and accuracy performance?

4.1 Experimental Setup
We provide a brief overview of the experimental setup, with detailed
specifics available in Appendix A.

Datasets and models. This study leverages datasets widely
recognized in adversarial training, including CIFAR-10 [24], STL-
10 [7], and GTSRB [59], as introduced in Section 2. To better align
with tasks involving large models, the more complex CIFAR-100
dataset is also incorporated. For model selection, we utilize large
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Figure 7: Comparison of adversarial training performance
under different heterogeneity levels (ViT-B/16)

vision models based on transformers, specifically ViTs [11] pre-
trained on the ImageNet dataset [55]. These models are categorized
into three scales—ViT-T/16, ViT-B/16, and ViT-L/16—based on the
number of transformer layers.

Attacks. We simulate bothwhite-box and gray-box attacks using
recent and widely adopted image attack algorithms. For white-
box attacks, we employ the classic FGSM algorithm [14] and its
variants, alongside the more robust PGD algorithm [40]. To explore
subtle perturbations, we include the SparseFool attack [43], which
modifies only a few pixels. For gray-box attacks, we utilize the PAP
algorithm [5], which generates universal perturbations tailored for
pre-trained models and remains effective against fine-tuned models
without requiring knowledge of downstream tasks.

Baselines. We use several standard defense algorithms for ad-
versarial training: PGD-AT [40], which employs the PGD algo-
rithm to generate adversarial samples and enhance model robust-
ness; TRADES [70], which optimizes the loss to balance accuracy
on benign data and robustness against adversarial attacks; and
Gen-AF [77], a fine-tuning approach for adversarial training on
pre-trained models, maintaining robustness while improving ac-
curacy. In the distributed scenario, we employ FedAvg [42] and
FedProx [28], with FedProx addressing client data heterogeneity.
We integrate them with various defense algorithms, establishing
them as baseline approaches for comparison. Additionally, we in-
corporate DBFAT [72], designed specifically for non-IID settings,
into our baseline approaches. We also include two personalized fed-
erated learning algorithms for comparison. [1] proposes addressing
Byzantine attacks in distributed training by customizing the loss
function for each client, which we refer to as Per-Adv. [63] intro-
duces a method that computes LoRA-based trust weights among
clients during large model fine-tuning to achieve personalized up-
dates, which we denote as Per-LoRA. It is worth mentioning that
we incorporate the TRADES loss into both personalized algorithms,
thereby improving their alignment with the threat model and ex-
perimental tasks defined in this study.

Implementation. For data heterogeneity, client data is par-
titioned using a Dirichlet distribution [29] with 15 clients and a
Dirichlet parameter of 10. In Phase 1, 𝛾 and 𝜖 are set to 0.9, 𝜆1 to 20,
𝜆2 to 0.001, and 𝑘 , the number of clients for weight aggregation, is
set to 5. In Phase 2, 𝛽 is set to 5, 𝐵 to 300, and 𝑝 , the proportion of
layers selected for training, to 3% of the total layers. The learning
rate is 0.005. Federated adversarial training uses 5 local epochs,
with ViT-T performing 30 cloud aggregation rounds, while ViT-B
and ViT-L performing 50. Experiments are conducted on 4 NVIDIA
A100 GPUs using the Ray framework [44] for multi-process client
simulation. To assess Sylva’s efficiency in real-world scenarios, we
conduct experiments on five real devices, which are used to simu-
late edge devices in various practical applications. These include
three consumer-grade GPUs: GeForce RTX 4090, 3090, and 2080Ti.
Additionally, we test two edge computing devices for autonomous
driving. One is the GeForce RTX 3060 in the Apollo D-KIT Ad-
vanced [4], a kit for autonomous driving simulation, and the other
is the Jetson AGX Orin [45], which is commonly used in real-world
vehicles [46, 47].

4.2 Performance of Adversarial Training (RQ1)
We perform adversarial training in a distributed scenario with 15
clients, following default settings. For each client, we evaluate per-
formance by calculating the average accuracy on benign data (BA)
and adversarial robustness (AR) across all clients under various at-
tack algorithms. As baselines, we integrate local adversarial training
with FedAvg (FA) and FedProx (FP).

We evaluate on four datasets, reporting average performance
across all clients (Table 2). In heterogeneous settings, non-IID-aware
baselines like FedProx variants and DBFAT show relatively bet-
ter performance. Sylva consistently outperforms across diverse
datasets, excelling on both benign and adversarial samples. On
datasets like CIFAR-10, it shows substantial gains over both tra-
ditional federated adversarial training and personalized methods.
Specifically, Sylva leads to an accuracy increase of up to 50.4% and
a robustness enhancement of 29.5%, demonstrating its superior
capability in enhancing both performance and resilience against
adversarial attacks. When compared to the baselines of the two
personalized algorithms, Sylva continues to deliver significant im-
provements, achieving an average increase of 48.3% in benign ac-
curacy and 17.5% in robustness. This performance boost can be
attributed to Sylva’s greater adaptability, as it effectively balances
generalization across tasks with maximizing personalization for
individual clients, thereby enhancing both accuracy and robustness.
While the improvements on more complex datasets like CIFAR-100
are comparatively smaller, they remain significant, highlighting
Sylva’s adaptability and effectiveness in varied scenarios. Further-
more, we evaluate Sylva on models of varying scales, with detailed
results provided in Appendix B. Sylva consistently delivers strong
performance across all model scales.

Answer to RQ1: By leveraging its personalized design, Sylva
enables each client’s model to effectively adapt to its specific
data distribution, achieving superior accuracy and robustness
even in highly heterogeneous environments.
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Table 3: Detailed specifications of GPUs in real edge devices

Type Memory
(GB)

Clock
(MHz)

Bandwidth
(GB/s)

FP16
(TFLOPS)

RTX 4090 GDDR6X 24 2235 1010 82.58
RTX 3090 GDDR6X 24 1395 936 35.58

RTX 2080-Ti GDDR6 12 1350 768 30.14
RTX 3060 GDDR6 12 1320 360 12.74
AGX Orin LPDDR5 32 930 204 10.65

(a) GeForce RTX 3060 (b) Jetson AGX Orin

Figure 8: Commonly used GPUs in autonomous driving sce-
narios

4.3 Performance of Different Heterogeneous
Distributions (RQ2)

To evaluate the impact of varying levels of data heterogeneity on
adversarial defense performance, we conduct experiments in five
distinct scenarios: one with independent identical (IID) distribu-
tion and four with increasing heterogeneity levels determined by
Dirichlet distribution parameters. Lower Dirichlet parameters indi-
cate greater data heterogeneity, as detailed in Appendix A.4. For
the attack algorithms, we use PGD and measure the benign accu-
racy and adversarial robustness metrics. The performance of Sylva
and baseline models is assessed under these conditions across four
datasets, with the results summarized in Fig. 7.

The results clearly show that as data heterogeneity increases, the
overall performance of all algorithms declines, underscoring the
significant influence of heterogeneity on training outcomes. Among
the baselines, FedProx-based algorithms consistently outperform
FedAvg-based ones, benefiting from their regularization mecha-
nism that better accommodates heterogeneous data distributions.
Although the two personalized baselines show good performance,
they do not fully exploit the generalization potential of the model’s
backbone, nor are their loss functions adequately aligned with
the threat model for adversarial training. Consequently, they still
fall behind Sylva in terms of effectiveness. Notably, Sylva consis-
tently outperforms other methods and exhibits greater resilience
to increasing heterogeneity. All experiments above are conducted
using the ViT-B architecture, and results for other model scales are
provided in Appendix C.

Answer to RQ2: Sylva’s personalized framework enhances ro-
bustness by minimizing data heterogeneity, ensuring strong per-
formance across varying heterogeneous environments.

4.4 Comparison of Adversarial Training
Efficiency (RQ3)

Given that Sylva is designed for deployment in distributed systems
with multiple edge devices, evaluating its efficiency in real-world
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Figure 9: Impact of different loss modules on adversarial
robustness and benign accuracy on CIFAR-10 and STL-10

environments is essential. To simulate a real distributed system, we
employ three widely used GPUs—NVIDIA GeForce RTX 4090, 3090,
and 2080-Ti—on edge devices, while leveraging a high-speed sub-
net server as the cloud. To align with real-world scenarios, we also
explore the deployment of Sylva in autonomous driving, including
tasks like road sign recognition, as described in our threat model.
We test Sylva on both the autonomous driving simulation device,
specifically the RTX 3060 in the Apollo D-KIT Advanced [4], and
the widely used Jetson AGX Orin in real vehicles [45]. The specifi-
cations of the GPUs used are shown in Table 3. We present key GPU
parameters, including memory size, clock frequency, bandwidth,
and the 16-bit floating-point (FP16) tera floating-point operations
per second (TFLOPS), which are crucial for evaluating computa-
tional performance, with TFLOPS serving as a key indicator of
computational power. Based on these parameters, theoretical anal-
ysis indicates that the consumer-grade GPUs—RTX 4090, 3090, and
2080-Ti—deliver excellent performance. In autonomous driving sce-
narios, the RTX 3060 performs slightly less effectively, as the Apollo
D-KIT Advanced is primarily designed for vehicle task simulation.
In contrast, real-world vehicles are typically equipped with 2-4
Jetson AGX Orin units [46, 47], allowing parallel deployment to
approach the computational power of the RTX 3090 per vehicle.

In this setup, we assess Sylva’s efficiency by measuring its mem-
ory overhead (Mem), per-epoch training time (Time), and model
upload communication time (Com) on edge devices. These metrics
are compared against FA-TRADES (FAT) to provide a comprehen-
sive evaluation. The results are shown in Table 4. Compared to
traditional FAT algorithms, Sylva employs an efficient parameter
fine-tuning approach for pre-trained models, offering significant
reductions in memory usage, training time, and communication
overhead. These benefits become more pronounced as model size
increases. Specifically, Sylva reduces memory usage by up to 35.6%,
training time by 26.7% on high-performance GPUs like the NVIDIA
4090, and up to 28.1% on resource-constrained devices such as the
2080-Ti. In terms of communication, Sylva achieves a 50× reduction
in communication time, even with larger models and high-speed
local networks, making it ideal for real-world distributed systems.
Compared to Per-LoRA, Sylva shows no significant difference in
memory usage, as both use LoRA for fine-tuning. However, Sylva’s
unique personalization approach only requires the aggregation
of the backbone’s LoRA parameters, while Per-LoRA also needs
to upload the classifier’s parameters. This results in a communi-
cation savings of up to 64.5% for Sylva. Additionally, Per-LoRA’s
trust weight computation adds complexity, while Sylva’s ball tree
aggregation reduces complexity, leading to slightly faster training.
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Table 4: Efficiency comparison of Sylva on different edge devices

Mem↓
(G)

Time↓ (×103s) Com↓ (s)
RTX 4090 RTX 3090 RTX 2080-Ti RTX 3060 AGX Orin RTX 4090 RTX 3090 RTX 2080-Ti RTX 3060 AGX Orin

ViT-T
FAT 1.04 0.35 0.45 0.47 0.49 0.99 0.7 1.3 1.5 1.0 1.2

Per-LoRA 0.89 0.31 0.32 0.33 0.32 0.82 0.9 0.7 1.1 1.1 1.0
Sylva 0.89 0.30 0.32 0.33 0.32 0.82 0.8 0.6 1.2 0.9 0.9

ViT-B
FAT 4.86 0.40 0.47 0.49 0.53 1.13 15.0 13.5 13.8 14.1 13.8

Per-LoRA 3.14 0.34 0.39 0.42 0.45 0.92 1.3 1.4 1.4 1.2 1.5
Sylva 3.14 0.33 0.37 0.41 0.45 0.91 0.8 0.9 0.8 0.7 0.8

ViT-L
FAT 11.43 0.75 0.93 1.78 1.87 2.41 49.9 47.6 49.1 48.7 48.2

Per-LoRA 6.63 0.57 0.88 1.29 1.39 1.71 3.1 2.9 3.2 3.4 3.0
Sylva 6.63 0.55 0.87 1.28 1.39 1.70 1.1 1.0 1.2 1.2 1.1
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Figure 10: Impact of ball-tree-based aggregation algorithm
on CIFAR-10 and STL-10
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Figure 11: Impact of different phases on the trade-off between
robustness and accuracy for CIFAR-10 and STL-10

On the other hand, Sylva not only improves performance on
high-end GPUs but also reduces training time and communication
overhead on real edge devices. Experimental results closely match
the computational power estimates derived from our theoretical
analysis based on GPU parameters. Notably, for the Jetson AGX
Orin, we only use a single unit for the experiments, but real-world
vehicles typically usemultiple units. Model or data parallelism could
potentially double the training speed [12]. With 32GB of memory,
the Orin can run Sylva alongside other autonomous driving tasks.
Overall, Sylva outperforms baseline algorithms in real-world sce-
narios and is viable for practical deployment. In addition, we also
test the communication efficiency when training with different
numbers of clients, and the results are provided in Appendix D.

Answer to RQ3: Sylva significantly enhances distributed adver-
sarial training by reducing memory usage, training time, and
communication overhead, with its advantages growing as model
size increases, making it highly efficient for real-world scenarios.

4.5 Ablation Experiments (RQ4)
4.5.1 Impact of Different Modules. We first evaluate the impact of
our loss function, as illustrated in Fig. 9, by testing the total loss

Table 5: The Impact of Hyperparameters in CIFAR-10

Para Value AR BA Para Value AR BA

𝛾

0.9 55.03 59.03

𝛽

20 56.87 57.27
0.7 54.65 58.35 10 56.22 58.34
0.5 54.70 57.25 5 55.03 59.03
0.3 52.97 56.24 1 51.29 61.25

𝜖

0.9 55.03 59.03

𝐵

50 49.24 53.98
0.7 55.01 58.93 100 53.04 56.37
0.5 54.31 58.35 300 55.03 59.03
0.3 55.25 58.22 500 55.39 60.77

𝑟

8 54.86 58.63
PGD

Strength

3 48.04 61.26
4 55.03 59.03 5 52.16 60.64
2 55.42 58.36 10 55.03 59.03
1 53.26 57.28 15 56.96 56.89

function and assessing adversarial robustness and benign accuracy
without the L𝐴 , L𝑆 , and L𝑅 components individually. The results
clearly demonstrate that each component plays a positive role in
enhancing overall performance. Among these, L𝐴 and L𝑆 prove
to be particularly critical, as their absence leads to a substantial
decline in both robustness and accuracy, underscoring their im-
portance in the design of the loss function. We next evaluate the
impact of the ball tree aggregation algorithm employed in Phase 1
of Sylva by comparing it with the traditional aggregation method
used in FedAvg (FA-agg). As shown in Fig. 10, the proposed algo-
rithm effectively mitigates model drift caused by data heterogeneity,
resulting in superior performance in both adversarial robustness
and benign accuracy. We further evaluate the effectiveness of the
two-phase design on model robustness and benign accuracy. Phase
1 (P1) adversarial training generates a highly robust model, estab-
lishing a strong foundation for further refinement. In Phase 2 (P2),
we compare Sylva’s algorithm with Gen-AF’s Stage 2 method by
training the robust models with their respective approaches. As
shown in Fig. 11, Phase 2 achieves a substantial improvement in
benign accuracy with only a minimal trade-off in adversarial robust-
ness, clearly outperforming the Gen-AF approach. These results
highlight the ability of Sylva’s two-phase design to effectively bal-
ance adversarial robustness and benign accuracy. The experiments
discussed above are conducted on CIFAR-10 and STL-10. Additional
results for GTSRB and CIFAR-100 are provided in Appendix E for
further validation and analysis.

4.5.2 Impact of Different Hyperparameters. To investigate the im-
pact of hyperparameters on Sylva, we conduct a comprehensive set
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of experiments on the ViT-Bmodel using the CIFAR-10 dataset. This
analysis evaluates the effects of key hyperparameters, including 𝛾
and 𝜖 in the Phase 1 loss function, 𝛽 and 𝐵 in Phase 2, the hidden
space dimension 𝑟 for LoRA, and the PGD strength employed in
adversarial training. Table 5 presents the corresponding results for
adversarial robustness and benign accuracy, providing a detailed
comparison across different hyperparameter settings. The findings
demonstrate that the default hyperparameter settings deliver strong
overall performance, balancing robustness and accuracy effectively.
Notably, smaller sampling sizes (𝐵) in Phase 2 result in significantly
worse outcomes, highlighting the importance of an adequate sam-
pling strategy. In contrast, larger values of 𝐵 show diminishing
returns, with minimal performance gains and increased training
time. Furthermore, the hidden space dimension 𝑟 for LoRA shows
minimal impact on the final results; even with 𝑟 = 1, performance
remains excellent. This observation aligns with LoRA’s established
efficiency and adaptability in traditional fine-tuning settings, fur-
ther validating its applicability in adversarial training scenarios.
Additionally, we evaluate the effects of these hyperparameters on
three other datasets, as well as on scenarios with varying numbers
of clients. The detailed results are provided in Appendix E.

Answer to RQ4: Sylva excels in balancing robustness and accu-
racy through its modular design, efficient aggregation, and adap-
tive hyperparameter tuning, validated across diverse datasets
and scenarios.

5 DISCUSSION
This section explores four key directions for further improving
Sylva, focusing on supporting heterogeneous deployment across
devices with varying computational capacities, enhancing experi-
mental design with larger-scale models, refining the threat model
to include training-time attacks, and broadening its applicability to
multi-modal training and diverse adversarial scenarios.

Adding Heterogeneous Model Support for Device Adapta-
tion. The rapid advancement of AI models has driven industries to
adopt increasingly powerful models for their applications. However,
in industries such as the automotive sector, the long operational
lifespan of vehicles (typically around 18 years [2]) leads to sub-
stantial variability in hardware capabilities across the system. As
a result, not all vehicles are able to support the latest, most de-
manding models. To maximize performance, each vehicle should
deploy the best model that its hardware can reliably support. De-
vices with varying computational capacities may require different
model sizes, posing a challenge for maintaining the effectiveness
of heterogeneous LoRA models fine-tuned via Sylva. Future work
could explore methods for handling heterogeneous models within
Sylva’s adversarial training, enhancing adaptability across diverse
devices through dynamic scaling or pruning.

Expanding experiments with larger-scale models. Our al-
gorithm has shown strong performance on traditional open-source
ViT models. However, as model sizes continue to grow with the
development of large-scale architectures, the robustness of massive
vision models, such as LLaVA [32] and Qwen-VL [3] with hundreds
of billions of parameters, remains an open question. Leveraging
LoRA for fine-tuning, Sylva can be seamlessly integrated into these
models, extending its applicability to unprecedented scales. While

such experiments are resource-intensive, they represent a feasible
and valuable direction for future exploration.

Strengthening the threat model. The current threat model
assumes attacks occur during the inference phase in federated adver-
sarial training. However, vulnerabilities may arise during training,
even with secure devices, exposing models to potential risks. Ad-
dressing the detection and elimination of malicious clients during
distributed training is a critical challenge. Integrating Byzantine
defense techniques into Sylva’s Phase 1 offers a promising solu-
tion [13, 39, 48, 58], paving the way for future research to further
enhance model robustness in this direction.

Adapting to multi-modal training and attacks. With the
rapid evolution of large models in text [17] and multi-modal [54]
applications, adversarial attack and defense algorithms are increas-
ingly being developed to address their unique vulnerabilities [33,
76]. Integrating these defense mechanisms into Sylva can further
enhance its adaptability, enabling efficient and task-specific ad-
versarial training across diverse downstream applications. This
integration represents a promising direction for expanding Sylva’s
applicability and effectiveness.

6 RELATEDWORKS
6.1 Adversarial Attack
Recent studies have focused on generating adversarial examples
through subtle perturbations leading to misclassifications. Good-
fellow et al. proposed FGSM [14], highlighting neural networks’
vulnerability due to their linearity and introducing a simple adver-
sarial training approach. Tramèr et al. improved robustness against
black-box attacks with RFGSM [62], which integrates perturbations
from multiple models. Madry et al. introduced PGD [40], providing
robust optimization with security guarantees. Liu et al. developed
EOTPGD [36], a Bayesian framework incorporating randomness
for greater robustness. Croce et al. proposed APGD [8], a parameter-
free ensemble attack for evaluating defense strategies. Su andModas
et al. introduced the One Pixel Attack [60] and Sparsefool [43], op-
timizing minimal pixel changes to reduce computational overhead.
Ban et al. presented PAP [5], leveraging Low-Level Layer Lifting
Attacks (L4A) to manipulate neuron activations in pre-trained mod-
els’ lower layers. Zhou et al. introduced AdvCLIP [76], generating
downstream-agnostic adversarial examples with cross-modal pre-
trained encoders.

6.2 Adversarial Defence in Federated Learning
Federated learning (FL) enables distributed model training while
preserving user privacy [34, 42, 69], but faces challenges due to
statistical heterogeneity in device data distributions [38, 51, 73].
To overcome the limitations of global models in non-IID scenar-
ios, personalized federated learning approaches have been pro-
posed to train client-specific models [64, 71]. Many works leverage
parameter-efficient methods in FL for LLMs, including adapter
tuning [52], prompt learning [15], and localized adjustments [61].
With the continuous development of edge computing, many works
have implemented adversarial attacks and defenses based on the
FL framework [23, 49, 67]. Zizzo et al. investigated federated adver-
sarial training, comparing model performance in both centralized
and distributed FL settings [78]. Li et al. provided a convergence
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proof for this federated adversarial learning approach [30]. Zhou
et al. addressed the aggregation error in FL, breaking it down into
bias and variance [75]. Additionally, Chen et al. explored certified
defenses against adversarial examples in FL, providing an alterna-
tive direction for enhancing robustness [6]. Zhang et al. proposed
DBFAT [72], which adjusts sample weights based on PGD steps for
generating adversarial examples. Hong et al. introduced a strategy
propagating adversarial robustness from resource-rich to resource-
poor users via batch normalization [18]. Qi et al. developed FairVFL,
a privacy-preserving framework enhancing fairness in vertical fed-
erated learning through adversarial learning [50].

7 CONCLUSION
In this paper, we introduce Sylva, the first adversarial defense algo-
rithm tailored for pre-trained models in distributed settings. Sylva
delivers robust and accurate models even with imbalanced data
distributions. Through preliminary experiments, we identify key
challenges and highlight the advantages of efficient parameter fine-
tuning. Building on this, we propose a two-phase training frame-
work: Phase 1 utilizes a novel loss function and personalized feder-
ated fine-tuning for enhanced robustness, while Phase 2 applies a
game-based layer freezing strategy to balance robustness and ac-
curacy. Experiments demonstrate that Sylva not only outperforms
state-of-the-art adversarial defenses in terms of robustness and
accuracy but also does so with minimal computational overhead,
making it suitable for edge deployment.
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A DETAILS OF EXPERIMENTAL SETUP
A.1 Datasets and Models
In this experiment, we select several datasets that are commonly em-
ployed in adversarial training research. These datasets encompass a
variety of characteristics, including differing numbers of categories,
distinct application scenarios, and varying dataset scales. A detailed
overview of each dataset is presented below:

• CIFAR-10 [24]: A dataset of 60,000 32×32 color images across
10 classes, with 50,000 for training and 10,000 for testing.
• STL-10 [7]: A dataset with 10 object classes, consisting of
5,000 training and 8,000 test images at 96×96 resolution, com-
monly used for unsupervised and semi-supervised learning
benchmarks.
• GTSRB [59]: A traffic sign recognition dataset with over
50,000 images spanning 43 classes, serving as a benchmark
for intelligent transportation systems.
• CIFAR-100 [24]: Similar to CIFAR-10 but with 100 classes,
comprising 60,000 images (600 per class), offering a greater
challenge in image classification.

The Vision Transformer (ViT) is a transformer-based model for
image classification, treating images as sequences of patches. We
use three pre-trained variants: ViT-Tiny (ViT-T/16), ViT-Base (ViT-
B/16), and ViT-Large (ViT-L/16), differing in scale and complexity.
Their configurations, summarized in Table 6, enable performance
evaluation under varying computational demands.

A.2 Attacks
Building on the threat model outlined in Section 2, attacker methods
can be broadly divided into white-box and gray-box attacks. In
our experiments, we focus on four representative attack methods,
detailed as follows:

• FGSM [14]: Awhite-box attack that perturbs inputs along the
gradient direction of the loss function, efficiently generating
small but impactful adversarial examples.
• PGD [40]: An iterative extension of FGSM, applying multiple
small perturbations projected back into the allowed space
for a more thorough adversarial optimization.
• SparseFool [43]: Focuses on creating sparse perturbations
by minimizing pixel changes, offering effective attacks with
high computational efficiency for high-dimensional data.
• PAP [5]: A gray-box attack targeting pre-trained models,
effective even against fine-tuned models by leveraging low-
level layer manipulations and noise augmentation for strong
transferability.

The aforementioned attack algorithms are applied to a range of
datasets, with one representative image selected from each dataset
for visualization purposes. Results on ViT-B are presented in Fig. 12.
These algorithms are straightforward to implement and effectively
satisfy the inconspicuousness criteria outlined in the threat model,
ensuring minimal perceptual differences while achieving their in-
tended effects.

Table 6: Details of vision transformer models

Model Layers Hidden Size Intermediate Size Heads

ViT-T/16 12 192 768 3
ViT-B/16 12 768 3072 12
ViT-L/16 24 1024 4096 16

CIFAR-10 CIFAR-100 STL-10 GTSRB

Benign

FGSM

PGD

SparseFool

PAP

Figure 12: Visualization under different attack algorithms

A.3 Baselines
To demonstrate the superiority of Sylva, we first examine commonly
used and novel defense algorithms. For local defense, the following
three algorithms are employed:

• PGT-AT [40]: PGD-AT employs the PGD algorithm to gener-
ate adversarial examples during training, thereby enhancing
model robustness. By repeatedly exposing the model to ad-
versarial perturbations, it improves the model’s ability to
resist various attacks effectively.
• TRADES [70]: TRADES achieves a balance between accuracy
on benign data and robustness against adversarial attacks. It
minimizes a carefully designed loss function that combines
the standard classification loss with a penalty term measur-
ing output discrepancies between benign and adversarial
examples.
• Gen-AF [77]: Gen-AF improves model robustness through
a two-stage fine-tuning approach for pre-trained models.
It first optimizes the encoder using genetic regularization,
followed by the selection and refinement of robust layers,
leading to enhanced accuracy and robustness across diverse
datasets.

In the distributed multi-client scenario addressed in this paper,
we integrate commonly used federated learning algorithms with
the aforementioned local defense strategies to enable effective de-
ployment. The specific federated learning algorithms employed are
as follows:

• FedAvg [42]: FedAvg is a federated learning algorithm where
each client trains a local model and shares updates with the
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Figure 13: Visualization of Dirichlet distribution

server, which computes a weighted average to update the
global model.
• FedProx [28]: FedProx extends FedAvg by adding a proximal
term to the loss function, mitigating the impact of heteroge-
neous data across clients. This regularization ensures that
local models remain close to the global model, improving
convergence and robustness.
• DBFAT [72]: DBFAT enhances adversarial robustness in fed-
erated learning through local re-weighting and global reg-
ularization, improving both accuracy and robustness, espe-
cially in non-IID settings.
• Per-Adv [1]: Per-Adv enhances robustness against Byzantine
attacks by introducing a personalized loss function, wherein
each client interacts with others to collaboratively construct
a robust interpolated objective.
• Per-LoRA [63]: Per-LoRA leverages LoRA-based fine-tuning
to perform local updates of large models, while additionally
computing trust weights from each client’s LoRA parameters,
which are used to guide the personalized update of the local
model.

Specifically, we integrate the FedAvg and FedProx algorithms with
the three aforementioned local defense algorithms, yielding the fol-
lowing configurations: FA-PGD-AT, FA-TRADES, and FA-Gen-AF,
as well as FP-PGD-AT, FP-TRADES, and FP-Gen-AF. These com-
binations leverage the strengths of both federated optimization
strategies and local defense mechanisms to enhance model robust-
ness. For the two personalized algorithms, Per-Adv and Per-LoRA,
we apply appropriate optimizations to adapt them to our specific
tasks. We utilize the TRADES loss function for both algorithms to
facilitate adversarial training. In the case of Per-Adv, we assume an
adversary without Byzantine attacks to better align with the threat
model outlined in this study. For Per-LoRA, we employ strategy 2,
as proposed by the authors, to compute the trust weights.

A.4 Data Heterogeneity
We adopt the widely used data heterogeneity partitioning method
based on the Dirichlet distribution [29], which effectively captures
the non-IID nature of data distributions typically observed in real-
world scenarios. For the CIFAR-10 dataset, we distribute the data
among 15 clients with varying Dirichlet distribution parameters,

Table 7: Performance comparison of Sylva and baseline under
different datasets and attack algorithms (ViT-T/16)

Datasets Baselines Benign(BA) FGSM PGD SparseFool PAP

CIFAR-10

FA-PGD-AT 37.54 41.82 40.95 46.10 42.23
FA-TRADES 48.24 43.10 42.58 44.15 41.48
FA-Gen-AF 50.12 44.68 42.74 43.59 42.61
FP-PGD-AT 39.91 42.35 41.62 45.86 42.48
FP-TRADES 49.58 44.90 42.69 43.53 42.10
FP-Gen-AF 51.73 45.50 43.91 45.57 44.91
DBFAT 51.45 43.62 42.80 45.35 44.50
Per-Adv 39.96 41.93 41.32 46.50 42.77
Per-LoRA 50.89 45.90 43.03 45.21 44.30
Sylva(Ours) 55.92 50.02 52.45 50.25 49.58

STL-10

FA-PGD-AT 32.81 36.12 34.89 38.45 37.67
FA-TRADES 40.31 35.56 34.88 37.91 37.40
FA-Gen-AF 42.29 36.85 35.30 37.91 36.77
FP-PGD-AT 34.41 36.48 35.21 39.35 37.89
FP-TRADES 41.10 37.21 35.22 37.00 36.88
FP-Gen-AF 43.10 38.92 36.67 39.60 38.53
DBFAT 42.75 36.77 35.48 39.14 38.11
Per-Adv 32.92 36.83 35.01 38.25 38.01
Per-LoRA 43.06 38.90 36.82 39.25 38.44
Sylva(Ours) 48.21 42.37 41.12 43.82 42.78

GTSRB

FA-PGD-AT 55.73 63.52 64.25 69.12 68.22
FA-TRADES 71.15 64.10 65.28 67.39 68.52
FA-Gen-AF 74.85 65.49 66.10 67.50 68.10
FP-PGD-AT 59.15 64.38 65.45 68.23 67.90
FP-TRADES 72.30 65.75 66.52 67.37 68.20
FP-Gen-AF 75.92 66.10 66.48 67.75 69.71
DBFAT 75.40 65.38 65.53 66.75 68.95
Per-Adv 60.73 63.06 64.25 67.21 67.53
Per-LoRA 74.33 65.80 65.71 67.05 68.32
Sylva(Ours) 76.90 68.75 68.90 69.93 69.03

CIFAR-100

FA-PGD-AT 11.89 24.32 23.75 25.92 24.70
FA-TRADES 22.60 23.52 22.11 23.77 23.91
FA-Gen-AF 22.39 24.00 23.12 24.30 23.68
FP-PGD-AT 14.02 24.45 24.18 26.12 24.90
FP-TRADES 23.41 22.78 23.75 25.18 24.05
FP-Gen-AF 23.18 24.10 23.99 25.95 25.30
DBFAT 23.28 23.89 23.98 25.50 26.88
Per-Adv 14.65 23.87 22.64 23.85 24.04
Per-LoRA 23.27 24.20 23.75 24.89 25.06
Sylva(Ours) 24.92 25.12 24.82 26.25 27.15
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Figure 14: Comparison of adversarial training performance
under different heterogeneity levels (ViT-T/16)

ensuring that both the training and test sets for each client fol-
low the same distribution. This method realistically simulates data
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Table 8: Performance comparison of Sylva and baseline under
different datasets and attack algorithms (ViT-L/16)

Datasets Baselines Benign(BA) FGSM PGD SparseFool PAP

CIFAR-10

FA-PGD-AT 40.50 47.21 43.89 49.45 45.58
FA-TRADES 52.37 46.18 44.47 47.00 44.64
FA-Gen-AF 54.75 48.17 46.87 47.27 46.78
FP-PGD-AT 42.14 48.62 45.09 50.02 46.87
FP-TRADES 54.17 48.02 46.68 48.78 46.56
FP-Gen-AF 56.07 49.94 47.83 50.10 48.48
DBFAT 54.92 47.01 46.13 50.20 49.72
Per-Adv 41.34 47.35 44.02 48.35 45.66
Per-LoRA 55.83 48.92 47.60 49.57 48.21
Sylva(Ours) 61.51 54.01 56.39 54.12 53.26

STL-10

FA-PGD-AT 35.89 41.05 39.88 41.95 41.05
FA-TRADES 43.70 39.15 38.11 41.80 40.93
FA-Gen-AF 46.00 40.48 39.12 41.98 41.85
FP-PGD-AT 37.78 41.77 39.14 42.51 41.69
FP-TRADES 45.02 40.72 39.12 40.93 40.99
FP-Gen-AF 47.20 41.03 40.49 42.12 43.02
DBFAT 46.79 42.17 39.91 41.14 42.78
Per-Adv 37.95 41.23 39.48 41.52 41.12
Per-LoRA 46.95 41.78 41.20 42.05 42.11
Sylva(Ours) 50.51 45.01 43.52 46.47 45.42

GTSRB

FA-PGD-AT 61.69 69.99 70.69 73.65 73.48
FA-TRADES 75.24 69.58 70.40 72.34 74.15
FA-Gen-AF 77.86 70.63 69.92 74.12 73.36
FP-PGD-AT 63.98 71.57 70.66 73.62 72.71
FP-TRADES 78.04 71.58 71.62 72.65 72.76
FP-Gen-AF 81.14 72.81 71.83 73.95 75.07
DBFAT 80.96 70.77 70.88 72.47 74.30
Per-Adv 65.52 69.29 69.37 72.55 73.18
Per-LoRA 78.83 71.52 70.25 72.36 74.01
Sylva(Ours) 82.51 74.39 74.20 75.64 75.84

CIFAR-100

FA-PGD-AT 14.35 26.59 26.04 28.29 27.33
FA-TRADES 24.73 25.50 24.93 25.95 26.14
FA-Gen-AF 24.23 26.05 25.81 26.81 26.09
FP-PGD-AT 15.82 26.47 26.04 28.86 27.46
FP-TRADES 25.32 24.42 26.05 27.32 26.33
FP-Gen-AF 25.70 26.11 27.89 28.15 27.30
DBFAT 25.66 25.78 26.91 27.79 29.04
Per-Adv 16.80 25.88 26.01 26.72 27.04
Per-LoRA 25.97 25.99 26.32 27.85 28.03
Sylva(Ours) 29.62 28.33 28.87 29.77 29.44

IID Dir-10 Dir-8 Dir-6 Dir-3
Heterogeneity

40

45

50

55

60

A
cc

ur
ac

y(
%

)

FA-PGD-AT(BA)
FA-PGD-AT(AR)
FA-TRADES(BA)
FA-TRADES(AR)
FA-Gen-AF(BA)
FA-Gen-AF(AR)
FP-PGD-AT(BA)
FP-PGD-AT(AR)
FP-TRADES(BA)
FP-TRADES(AR)
FP-Gen-AF(BA)
FP-Gen-AF(AR)
DBFAT(BA)
DBFAT(AR)
Per-Adv(BA)
Per-Adv(AR)
Per-LoRA(BA)
Per-LoRA(AR)
Sylva(BA)
Sylva(AR)

(a) CIFAR-10

IID Dir-10 Dir-8 Dir-6 Dir-3
Heterogeneity

35

40

45

50

55

A
cc

ur
ac

y(
%

)

FA-PGD-AT(BA)
FA-PGD-AT(AR)
FA-TRADES(BA)
FA-TRADES(AR)
FA-Gen-AF(BA)
FA-Gen-AF(AR)
FP-PGD-AT(BA)
FP-PGD-AT(AR)
FP-TRADES(BA)
FP-TRADES(AR)
FP-Gen-AF(BA)
FP-Gen-AF(AR)
DBFAT(BA)
DBFAT(AR)
Per-Adv(BA)
Per-Adv(AR)
Per-LoRA(BA)
Per-LoRA(AR)
Sylva(BA)
Sylva(AR)

(b) STL-10

IID Dir-10 Dir-8 Dir-6 Dir-3
Heterogeneity

60

65

70

75

80

85

A
cc

ur
ac

y(
%

)

FA-PGD-AT(BA)
FA-PGD-AT(AR)
FA-TRADES(BA)
FA-TRADES(AR)
FA-Gen-AF(BA)
FA-Gen-AF(AR)
FP-PGD-AT(BA)
FP-PGD-AT(AR)
FP-TRADES(BA)
FP-TRADES(AR)
FP-Gen-AF(BA)
FP-Gen-AF(AR)
DBFAT(BA)
DBFAT(AR)
Per-Adv(BA)
Per-Adv(AR)
Per-LoRA(BA)
Per-LoRA(AR)
Sylva(BA)
Sylva(AR)

(c) GTSRB

IID Dir-10 Dir-8 Dir-6 Dir-3
Heterogeneity

12

15

18

21

24

27

30

A
cc

ur
ac

y(
%

)

FA-PGD-AT(BA)
FA-PGD-AT(AR)
FA-TRADES(BA)
FA-TRADES(AR)
FA-Gen-AF(BA)
FA-Gen-AF(AR)
FP-PGD-AT(BA)
FP-PGD-AT(AR)
FP-TRADES(BA)
FP-TRADES(AR)
FP-Gen-AF(BA)
FP-Gen-AF(AR)
DBFAT(BA)
DBFAT(AR)
Per-Adv(BA)
Per-Adv(AR)
Per-LoRA(BA)
Per-LoRA(AR)
Sylva(BA)
Sylva(AR)

(d) CIFAR-100

Figure 15: Comparison of adversarial training performance
under different heterogeneity levels (ViT-L/16)

heterogeneity, providing a robust setup for evaluating federated
learning algorithms in non-IID environments.
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Figure 16: Relationship between the number of clients and
communication time

The training set partitioning is visualized in Fig. 13, where the
x-axis represents the clients and the y-axis shows the class sam-
ple counts, with different classes distinguished by colored bars. In
the experiments, we use Dirichlet distribution parameters of 10, 6,
and 3, along with an IID setup for comparison. Smaller Dirichlet
parameters increase data heterogeneity, resulting in more imbal-
anced class distributions across clients. This approach effectively
simulates realistic data heterogeneity by introducing varying class
distributions, capturing natural class imbalances often encountered
in real-world scenarios. It provides a more challenging evaluation
setup, allowing for a comprehensive assessment of model robust-
ness under diverse non-IID conditions, and tests the model’s ability
to generalize across clients with differing data distributions.

B ADDITIONAL RESULTS ON THE
PERFORMANCE OF ADVERSARIAL
TRAINING (RQ1)

Table 2 provides a comprehensive comparison of Sylva against
baseline models utilizing the ViT-B architecture across multiple
datasets. The results emphasize Sylva’s superior performance in
terms of both adversarial robustness and benign accuracy under a
wide range of adversarial attack scenarios. Notably, Sylva consis-
tently surpasses the baseline methods, demonstrating its capability
to effectively manage diverse attack conditions while maintaining
exceptional levels of adversarial reliability.

To further evaluate the adaptability of Sylva, we extend our
analysis to models of varying sizes, specifically ViT-T and ViT-L,
with detailed results presented in Table 7 and Table 8. The findings
highlight that Sylva maintains strong defense capabilities across
different model scales, delivering robust performance even as model
complexity changes. Sylva outperforms both traditional distributed
algorithms and personalized algorithms, consistently demonstrat-
ing superior performance in terms of both robustness and adaptabil-
ity. Notably, while the defense capabilities of baseline methods of-
ten degrade significantly with smaller models, such as ViT-T, Sylva
demonstrates exceptional adaptability. It consistently achieves an
effective balance between adversarial robustness and benign ac-
curacy, underscoring its versatility and resilience under varying
conditions. These findings highlight the remarkable versatility of
Sylva, demonstrating its suitability for a broad spectrum of model
architectures and adversarial scenarios. Its consistent ability to de-
liver robust performance across diverse datasets and varying model
scales underscores its potential as a dependable solution for adver-
sarial training. This adaptability makes Sylva an effective choice for
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Figure 17: Impact of different loss modules on adversarial
robustness and benign accuracy on GTSRB and CIFAR-100
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Figure 18: Impact of ball-tree-based aggregation algorithm
on GTSRB and CIFAR-100

applications ranging from simple to highly complex environments,
further cementing its value in enhancing model resilience.

C ADDITIONAL RESULTS ON THE
PERFORMANCE UNDER DIFFERENT
HETEROGENEITY LEVELS (RQ2)

In Section 4.3, we thoroughly analyze the adversarial defense perfor-
mance of the ViT-B model under diverse heterogeneity conditions,
with Sylva demonstrating remarkable defense capabilities and ro-
bustness throughout. To gain deeper insights into how models of
varying scales respond to heterogeneity, we extend the evaluation to
the ViT-T and ViT-L models, systematically assessing their defense
performance under different levels of heterogeneity, as depicted in
Fig. 14 and Fig. 15, respectively.

The results demonstrate that Sylva consistently outperforms its
counterparts across various model sizes, effectively maintaining
both accuracy and robustness, even in highly challenging hetero-
geneous environments where data distribution and computational
resources vary significantly. Notably, smaller models, such as ViT-T,
exhibit more rapid convergence during training, enabling them to
achieve relatively stable performance despite the increasing hetero-
geneity of the data. This finding underscores Sylva’s adaptability
in managing the intricate balance between model complexity and
environmental variability. Moreover, compared to the other two per-
sonalized baseline algorithms, the smaller performance fluctuations
observed under heightened heterogeneity indicate that Sylva’s per-
sonalized framework effectively mitigates the detrimental impacts
of data heterogeneity by tailoring defense strategies to individual
clients. These findings highlight the exceptional versatility of Sylva,
making it an ideal choice for adversarial training across systems
characterized by diverse heterogeneity and a broad spectrum of
model sizes.
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Figure 19: Impact of different phases on the trade-off between
robustness and accuracy for GTSRB and CIFAR-100

Table 9: The Impact of Hyperparameters in STL-10

Para Value AR BA Para Value AR BA

𝛾

0.9 41.48 49.11

𝛽

20 42.97 46.81
0.7 41.26 48.83 10 42.50 47.25
0.5 40.55 48.80 5 41.48 49.11
0.3 40.12 48.05 1 40.79 50.02

𝜖

0.9 41.48 49.11

𝐵

50 39.27 48.05
0.7 40.96 49.05 100 41.10 47.92
0.5 40.23 49.24 300 41.48 49.11
0.3 40.57 48.76 500 41.76 50.21

𝑟

8 41.72 49.34
PGD

Strength

3 40.02 52.17
4 41.48 49.11 5 41.07 50.81
2 41.25 49.03 10 41.48 49.11
1 40.27 48.65 20 42.52 47.33

D ADDITIONAL RESULTS ON EFFICIENCY
COMPARISON ACROSS DIFFERENT SYSTEM
SCALES (RQ3)

In Section 4.4, we emphasize the efficiency advantages of Sylva
in real-world systems composed of diverse edge devices operat-
ing under adversarial training scenarios. To delve deeper into its
communication efficiency, we perform additional experiments to
assess the communication overhead in distributed systems of vary-
ing scales. By leveraging the edge devices described in Section 4.4,
we simulate distributed systems with 5, 10, 15, and 20 clients, each
performing adversarial training while concurrently communicat-
ing with the server. As the client count rises, network congestion
emerges as a critical challenge, potentially undermining the timeli-
ness and reliability of adversarial updates.

Fig. 16 presents a comparative analysis of communication time
for distributed training across three distinct models under differ-
ent client counts. The results clearly demonstrate a proportional
increase in communication time as the number of clients grows,
primarily due to heightened network congestion. Crucially, Sylva
and Per-LoRA exhibit a significant advantage over traditional algo-
rithms, particularly with larger models, by transmitting only the
lightweight LoRA parameters. Since Sylva only transmits the back-
bone’s LoRA parameters and keeps the classifier local to preserve
personalization, it incurs lower communication overhead, making it
more efficient for real-world deployments. This approach drastically
reduces communication overhead, underscoring Sylva’s practicality
and efficiency for deployment in real-world distributed systems. Its
ability to mitigate communication challenges is especially valuable
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Table 10: The Impact of Hyperparameters in GTSRB

Para Value AR BA Para Value AR BA

𝛾

0.9 72.40 80.49

𝛽

20 72.14 78.77
0.7 72.34 79.25 10 72.80 80.04
0.5 72.04 78.95 5 72.40 80.49
0.3 71.83 78.24 1 70.92 81.94

𝜖

0.9 72.40 80.49

𝐵

50 70.20 78.04
0.7 72.37 78.37 100 71.29 80.82
0.5 71.02 79.42 300 72.40 80.49
0.3 71.25 78.10 500 72.43 79.95

𝑟

8 72.66 79.42
PGD

Strength

3 70.94 82.03
4 72.40 80.49 5 71.02 81.72
2 72.98 80.93 10 72.40 80.49
1 71.62 78.39 20 73.97 77.92

Table 11: The Impact of Hyperparameters in CIFAR-100

Para Value AR BA Para Value AR BA

𝛾

0.9 26.23 26.95

𝛽

20 26.54 25.10
0.7 26.05 26.55 10 26.40 25.15
0.5 26.09 26.72 5 26.23 26.95
0.3 25.98 25.76 1 24.88 28.24

𝜖

0.9 26.23 26.95

𝐵

50 25.87 25.90
0.7 26.42 25.87 100 26.05 26.45
0.5 25.87 25.58 300 26.23 26.95
0.3 25.90 25.07 500 26.20 26.97

𝑟

8 26.44 27.01
PGD

Strength

3 25.04 28.03
4 26.23 26.95 5 25.88 27.89
2 26.30 27.04 10 26.23 26.95
1 26.03 26.44 20 27.12 24.87

in scenarios involving large-scale models and high client densities,
further cementing its suitability for such environments.

E ADDITIONAL ABLATION STUDY RESULTSN
(RQ4)

In Section 4.5, we evaluate the impact of Sylva’s key modules on
adversarial training models, focusing on CIFAR-10 and STL-10
datasets. This includes analyzing the loss function design, aggre-
gation methods, and two-phase training framework, all critical to
Sylva’s performance. To validate these findings, we extend experi-
ments to GTSRB and CIFAR-100 datasets. The results, presented in
Fig. 17, Fig. 18, and Fig. 19, confirm the consistent contributions of
each module. These trends align with the main text, demonstrat-
ing Sylva’s robustness and strong generalization across datasets
of varying complexity, highlighting its versatility in adversarial
training scenarios.

We evaluate the impact of various hyperparameters, with de-
tailed results shown in Table 9, Table 10, and Table 11. These find-
ings align with those on CIFAR-10, revealing consistent trends
across all datasets. Specifically, decreases in 𝛾 and 𝜖 lead to declines
in both adversarial robustness and benign accuracy, underscoring
their importance in maintaining model performance. In Phase 2,
reducing 𝛽 slightly improves benign accuracy but significantly re-
duces adversarial robustness, highlighting the trade-off between

15 12 9 6
The Number of Clients

45

50

55

60

A
cc

ur
ac

y(
%

)

FA-Gen-AF(BA)

FA-Gen-AF(AR)

FP-Gen-AF(BA)

FP-Gen-AF(AR)

DBFAT(BA)

DBFAT(AR)

Sylva(BA)

Sylva(AR)

(a) CIFAR-10

15 12 9 6
The Number of Clients

38
40
42
44
46
48
50
52

A
cc

ur
ac

y(
%

)

FA-Gen-AF(BA)

FA-Gen-AF(AR)

FP-Gen-AF(BA)

FP-Gen-AF(AR)

DBFAT(BA)

DBFAT(AR)

Sylva(BA)

Sylva(AR)

(b) STL-10

15 12 9 6
The Number of Clients

68
70
72
74
76
78
80
82

A
cc

ur
ac

y(
%

)

FA-Gen-AF(BA)

FA-Gen-AF(AR)

FP-Gen-AF(BA)

FP-Gen-AF(AR)

DBFAT(BA)

DBFAT(AR)

Sylva(BA)

Sylva(AR)

(c) GTSRB

15 12 9 6
The Number of Clients

24

25

26

27

A
cc

ur
ac

y(
%

)

FA-Gen-AF(BA)

FA-Gen-AF(AR)

FP-Gen-AF(BA)

FP-Gen-AF(AR)

DBFAT(BA)

DBFAT(AR)

Sylva(BA)

Sylva(AR)

(d) CIFAR-100

Figure 20: Comparison of adversarial training performance
under different number of clients (ViT-B/16)

these metrics. These results stress the need for careful hyperpa-
rameter tuning to balance robustness and accuracy in adversarial
training frameworks.

To comprehensively evaluate the performance of the proposed
framework, we conduct experiments under varying client numbers,
as illustrated in Fig. 20. For comparison, we select several high-
performing baseline algorithms, including FA-Gen-AF, FP-Gen-AF,
and DBFAT, to ensure a robust analysis. In the multi-client scenario,
the number of clients is systematically varied among 15, 12, 9, and
6, with experiments conducted on four distinct datasets to assess
both adversarial robustness and benign accuracy comprehensively.
The results reveal a clear trend: as the number of clients decreases,
the overall performance improves, likely due to the reduced data
heterogeneity associated with fewer clients. Notably, across all con-
figurations, Sylva consistently outperforms the baseline algorithms,
demonstrating superior results in both adversarial robustness and
benign accuracy. These findings underscore the framework’s effec-
tiveness and adaptability, highlighting its capacity to excel across a
diverse range of multi-client settings, irrespective of the dataset or
client configuration.
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