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Purpose: This study proposes a framework for fine-tuning large language models (LLMs) with 

differential privacy (DP) to perform multi-abnormality classification on radiology report text. By 

injecting calibrated noise during fine-tuning, the framework seeks to mitigate the privacy risks 

associated with sensitive patient data and protect against data leakage while maintaining 

classification performance. 

Materials and Methods: We used 50,232 radiology reports from the publicly available 

MIMIC-CXR chest radiography and CT-RATE computed tomography datasets, collected 

between 2011 and 2019. Fine-tuning of LLMs was conducted to classify 14 labels from 

MIMIC-CXR dataset, and 18 labels from CT-RATE dataset using Differentially Private 

Low-Rank Adaptation (DP-LoRA) in high and moderate privacy regimes (across a range of 

privacy budgets   {0.01, 0.1, 1.0, 10.0}). Model performance was evaluated using weighted ϵ =

F1 score across three model architectures: BERT-medium, BERT-small, and ALBERT-base. 

Statistical analyses compared model performance across different privacy levels to quantify the 

privacy-utility trade-off. 

Results: We observe a clear privacy-utility trade-off through our experiments on 2 different 

datasets and 3 different models. Under  moderate privacy guarantees the DP fine-tuned models 
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achieved comparable weighted F1 scores of 0.88 on MIMIC-CXR and 0.59 on CT-RATE, 

compared to non-private LoRA baselines of 0.90 and 0.78, respectively. 

 

Conclusion: Differentially private fine-tuning using LoRA enables effective and 

privacy-preserving multi-abnormality classification from radiology reports, addressing a key 

challenge in fine-tuning LLMs on sensitive medical data. 

Keywords: Privacy Preserving Large Language Models, multi-abnormality classification, 

radiology reports, Chest radiography, computed tomography, Differential Privacy. 

 

Key Results:  

Demonstrated privacy vulnerabilities in LLMs for healthcare by performing memorization 

attacks on GPT-2 and BERT models in multi-abnormality classification tasks. 

●​ Applied DP-LoRA, a differentially private fine-tuning framework, to classify free-text 

chest X-ray reports while ensuring formal privacy guarantees. 

●​ Achieved predictive performance comparable to non-private models on MIMIC-CXR 

and CT-RATE datasets, even under strong privacy constraints. 

 

Abbreviations: Large Language Model = LLM, Differential Privacy = DP, DP-SGD = 

Differentially Private Stochastic Gradient Descent, Low Rank Adaptation = LoRA, 

Differentially Private Fine-tuning =  DP-FT. 

Summary Statement: This work provides DP-guarantees [1] [2] during fine-tuning of LLMs 

using LoRA [3]  for multi-abnormality classification from text-radiology reports, striking a 

balance between predictive performance and protection of sensitive patient information. 
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Introduction: 

LLMs are transforming high-stakes fields such as finance [4], education [5], and healthcare [6], 

[7], where both accuracy and efficiency are critical.  These advancements have enabled impactful 

applications in  healthcare, particularly in enhancing report summarization, diagnosis, 

abnormality classification through both fully and weakly supervised methods [5,6]. LLMs such 

as BERTSUM [8], and BERT [9] are being used for report summarization and disease 

classification, whereas domain-specific variants such as BioBERT [10], RadioBERT [11], and 

ChestXRayBERT [12] demonstrating strong performance. In clinical contexts, fine-tuning LLMs 

on task-specific, locally sourced, and often private datasets is a common practice to tailor models 

for specialized downstream applications. For instance, LLMs can help convert free-text 

radiology reports into structured formats, improving data indexing, clarity, and quality control. 

They can also generate multi-abnormality labels from reports to annotate corresponding medical 

images, one of the few scalable methods for building large, labeled datasets needed to train 

robust detection and classification models. These use cases highlight why LLMs are valuable 

tools, even if a typical radiologist might not immediately consider their role in parsing reports. 

Although medical datasets are typically filtered to remove PHI, LLMs may still memorize 

sensitive details such as rare clinical phrases, verbatim report text, implicit patient identifiers, 

and structured fields like date or procedures even from anonymized patient reports. This 

memorization capability poses risks for patient re-identification and unintended disclosure of 

sensitive medical details using advanced attack techniques such as [13], [14]. The study 

highlights that even the text completion task given to fine-tuned LLMs can leak private and 

sensitive information about the training data. Recent study [15] highlights the potential 
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cybersecurity threats and mitigation strategies while using LLMs in healthcare. These prior 

works motivate  and highlight the need for private fine-tuning, a relatively underexplored area in 

the context of medical report classification. Therefore, fine-tuning large LLMs like ChexBERT, 

Chexpert, and Vicuna on private medical data raises privacy concerns, motivating recent work 

privacy-preserving methods such as DP-OPT [16]. This paper builds on DP-based fine-tuning,  

adopting DP-Low Rank Adaptation (DP-LoRA) framework that reduces fine-tuning complexity 

while preserving privacy. To the best of our knowledge, no prior work has incorporated 

DP-LoRA [17] for multi-abnormality classification from free-text radiology reports. This paper 

first examines LoRA-based fine-tuning for multi-abnormality classification on radiology reports 

in a non-private setting, then incorporates DP-stochastic gradient descent (DP-SGD) [18] to 

enforce rigorous privacy guarantees during DP-LoRA based fine-tuning.  

Materials and Methods:  

This study utilizes two publicly available free-text radiology based datasets: MIMIC-CXR [19], 

and CT-RATE dataset [20]. From MIMIC-CXR, 20,883 chest X-ray reports were used for 

training and 2,610 for testing. For patients with multiple studies, we aggregated all reports to 

create unified “Findings” and “Impression” sections, and removed duplicates. CT-RATE 

includes 25,692 non-contrast chest CT scans from 21,304 patients, expanded to 50,188 volumes 

with associated reports and multi-abnormality labels. While both datasets are established 

benchmarks, to our knowledge, this is the first application of differentially private fine-tuning 

(DP-FT) of LLMs for multi-abnormality classification using these corpora. Our framework is 

readily extensible to other medical text-based datasets. 
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Figure 1: Workflow of the proposed DP fine-tuning framework for multi-abnormality 
classification problem from the “Findings” of free-text chest radiology reports. 
 
Models and Reference Standard: Figure 1 illustrates the workflow of our private 

multi-abnormality classification framework from text-based radiology reports. For MIMIC-CXR, 

we use ChexBERT [21] to generate labels across 14 classes: ["Enlarged Cardiomediastinum", 

"Cardiomegaly", "Lung Opacity", "Lung Lesion", "Edema", "Consolidation", "Pneumonia", 

"Atelectasis", "Pneumothorax", "Pleural Effusion", "Pleural Other", "Fracture", "Support 

Devices", "No Finding"]. To focus on disease presence, we binarize the ChexBERT labels by 

merging unsure (-1) and no data (+2) into the not present (0) class, retaining only present (+1) as 

positive. For CT-RATE, we use RadBERT [22] model which performs binary classification 

(present/absent) over 18 classes: ["Medical material", "Arterial wall calcification", 

"Cardiomegaly", "Pericardial effusion", "Coronary artery wall calcification", "Hiatal hernia", 

"Lymphadenopathy", "Emphysema", "Atelectasis", "Lung nodule", "Lung opacity", "Pulmonary 

fibrotic sequela", "Pleural effusion", "Mosaic attenuation pattern", "Peribronchial thickening", 

"Consolidation", "Bronchiectasis", "Interlobular septal thickening"]. Figure 2 shows a few 
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representative examples of the reference standard labels generated for MIMIC-CXR and 

CT-RATE datasets using the report “Findings”. 

 

Figure 2: Examples of generated reference standard labels from MIMIC-CXR, and CT-RATE 

datasets using ChexBERT, and RadBERT models respectively.  



 

Differentially Private Fine-Tuning: In this Section, we describe the concept of Differential 

Privacy (DP)  adapted for fine-tuning LLMs on patient data. Intuitively, DP ensures that the 

fine-tuned LLM does not reveal whether any specific example, for instance, a patient report was 

part of its training data, even if an adversary analyzes the model and its behavior very carefully. 

This captures the core idea that no individual patient’s training data leaves a noticeable imprint 

on the resulting fine-tuned LLM. We next provide the formal definition of DP. 

 

( )-Differential Privacy [1] [2] : For all pairs of neighboring training datasets D and D’ that ϵ, δ

differ by a single patient’s data, i.e., , a randomized fine-tuning algorithm  M with an |𝐷 − 𝐷'|≤1

input domain of X and output range R is considered to be -differentially private, if  (ϵ, δ)

: ∀ 𝑆 ⊆  𝑅

. 𝑃𝑟[𝑀(𝐷) ∈ 𝑆] ≤ exp(ϵ) · 𝑃𝑟[𝑀(𝐷') ∈ 𝑆] + δ

This definition ensures that the distributions of LLMs fine-tuned on datasets differing by one 

individual patient’s data –  and  are statistically similar, making it harder to tell 𝑀(𝐷) 𝑀(𝐷')

whether any single patient’s data was used in fine-tuning. The closeness between  and 𝑀(𝐷)

 is controlled by the privacy budget ; smaller  means stronger privacy. The parameter 𝑀(𝐷') (ϵ) ϵ

 allows for a small probability of failure i.e., with probability at most ,  the privacy guarantee δ δ

of  might not hold. ϵ

 

Selection of privacy parameters  The selection of the privacy budget ( ) and the failure (ϵ, δ): ϵ

probability (δ), therefore plays a critical role in the privacy-utility trade-off. Strong privacy 

guarantees are achieved by keeping both  and δ as small as possible [23]. In healthcare, and ϵ
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other high stakes domain, keeping the value of   between is common practice to ensure ϵ (0, 10) 

robust protection. An appropriate choice for the parameter δ is  where  denotes the number 1/𝑛2 𝑛

of training samples used for fine-tuning. This choice of δ ensures the probability of privacy 

failure is vanishingly small as the dataset size grows. 

 

Figure 3: Differentially private fine-tuning updates only a subset of low-rank model parameters 

on local medical data, while keeping the rest of the pre-trained LLM frozen. 

 

DP-Low Rank Adaptation (DP-LoRA) : LoRA [3] is a parameter-efficient fine-tuning technique 

that avoids updating the full weight matrix , instead, it freezes the original weights 𝑊
𝑝

∈  𝑅 {𝑑×𝑘}

and introduces a low-rank decomposition  where , 𝑊
𝑝

+ ∆𝑊
𝑝

= 𝑊
𝑝

+ 𝐵 · 𝐴 𝐵 ∈ 𝑅{𝑑×𝑟}

 and the rank . The weight matrix ​ maps to attention projections, 𝐴 ∈  𝑅{𝑟×𝑘} 𝑟 ≤ min (𝑑, 𝑘) 𝑊
𝑝

and LoRA fine-tunes these layers by updating only the low-rank matrices  and , while the 𝐴 𝐵

original weights remain fixed and do not receive gradient updates. The gradients are computed 
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with respect to a task-specific loss function, which guides parameter updates during the 

fine-tuning process. 

To ensure differential privacy during fine-tuning, we incorporate DP-SGD [18] , which privately 

modifies the gradients of the trainable parameters [17]. At each update step, gradients are first 

clipped to a predefined norm bound C to limit sensitivity. Then, Gaussian noise with zero mean 

and standard deviation   is added to the clipped gradients to achieve σ =  1. 25 log(1/δ)/ϵ

-DP.  (ϵ, δ)

Results:  

In this Section, we first highlight the text-memorization on GPT2 and BERT-base models in 

Figure 4. Then we present the results on private and non-private fine-tuning of 3 different models 

on 2 different datasets. Specifically, we present the experimental results on the MIMIC-CXR and 

CT-RATE datasets with 3 models of different sizes: BERT-medium (41.7M parameters), 

BERT-small (29.1M parameters) [24], and ALBERT-base-v2 (11M parameters) [25].  For the 

scope of this paper we have considered the weighted F1-score [6] metric while reporting the 

predictive performance of the fine-tuned models with and without differential privacy. To 

evaluate model performance in the presence of class imbalance, we use the weighted F1-score, a 

metric that computes the F1-score for each class and averages them according to their support 

(i.e., the number of true instances per class). Since the labels are highly imbalanced, we have 

used the weighted F1-score that considers both the correctly predicted positive labels (+1) and 

negative labels (0). 

Text-memorization illustration by LLMs: As highlighted in the Introduction Section, fine-tuning 

LLMs can pose significant privacy risks when models are exposed to real patient data. In Figure 
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4, we illustrate these threats via text-memorization using GPT2 (causal language model),  BERT, 

and ALBERT (abnormality classification models), and show how these fine-tuned LLMs can 

memorize patient data. Our findings show fine-tuned LLMs reflect memorized training content 

compared to the off-the-shelf (non-fine-tuned) LLM, this indicates that fine-tuned models exhibit 

especially strong tendencies toward such leakage. As shown in Figure 4 (a), when asked to 

complete a partial report, fine-tuned GPT2 models were able to replicate parts of the original 

report “Findings”. In Figure 4 (b), we observe a similar trend for fine-tuned BERT and ALBERT 

models. It is interesting to note that BERT based models are not causal language models, yet they 

still have the ability to replicate portions of reports used for fine-tuning. Specifically, the 

fine-tuned models achieved a higher cosine similarity score (between generated and original 

report “Findings”) compared to non-fine-tuned ones. Cosine similarity score measures how 

similar two pieces of text are by comparing the angle between their vector representations in the 

embedding space; a higher cosine similarity between generated text and the original training data 

suggests the model may be closely repeating what it saw during training, indicating 

memorization. This underscores the potential privacy risks posed by LLMs memorizing sensitive 

portions of medical reports, especially when applied to tasks such as text completion, disease 

classification, report summarization, and more.   



 

 

Figure 4: (a) Memorization behavior of GPT-2 Large and GPT2-Small on text-based radiology 

reports shows increased memorization with model size, amplifying privacy risks. (b) Example 

illustrates rising Cosine similarity between original report Findings and BERT-base-generated 

Findings, indicating memorization even in non-causal models, more pronounced in the 

fine-tuned variant. 



Effect of DP on classification performance: In this experimental section, we compare the effect 

of differentially private fine-tuning in different privacy regimes compared to the non-fine-tuned 

models and models fine-tuned without any privacy constraints.  

Table 1: This table shows the mean and standard deviation of the weighted F1-score (over 10 
epochs) of 3 models BERT-small, BERT-medium, and ALBERT-base over different privacy 
regimes with four different privacy budgets .  This shows the ϵ =  (0. 01,  0. 1,  1. 0,  10. 0)
privacy-utility trade-off in different privacy regimes. 
 

      

Figure 5: Privacy-utility tradeoff for ALBERT-base, BERT-small and BERT-medium models 



across varied privacy regimes. As the privacy budgets increase, due to less stringent privacy 

constraints, the model utility increases. 

 

From Table 1 and Figure 5, we observe that the performance of ALBERT-base, BERT-small, and 

BERT-medium models across different training conditions, including off-the-shelf 

(non-fine-tuned), differential privacy (DP-SGD) with varying epsilon values, and non-private 

fine-tuning methods. When fine-tuned with DP-SGD, the models show improved performance 

for both the datasets, as epsilon increases, indicating a clear privacy-utility tradeoff. In contrast, 

non-private fine-tuning significantly boosts accuracy: on MIMIC-CXR, non-private LoRA 

achieves 0.901 for BERT models and 0.891 for ALBERT-base, while full fine-tuning results in 

the highest accuracy across all models, with BERT-medium reaching 0.968. On CT-RATE 

dataset, the non-private LoRA achieves ~ 0.79 F1-score whereas the non-private full fine-tuning 

achieves 0.97. Overall, full fine-tuning without privacy provides the best performance, while 

DP-SGD enables comparable F1-score with strong privacy guarantees. 

 

Effect of LoRA Rank on Utility : Intuitively, as we increase the LoRA ranks, the predictive 

performance of the models gets better, achieving significantly better F1-scores. 

Table 2: This table represents the predictive performance of 3 models ALBERT-base, 



BERT-small, and BERT-medium for a fixed privacy budget of , and DP-failure ϵ =  1. 0

probability of   for varied LoRA ranks (i.e., number of fine-tuned parameters). 

 

The results in Table 2 highlight the critical role of LoRA rank  in navigating the (𝑟)

privacy-utility trade-off during LLM fine-tuning. Under a fixed total privacy budget, increasing 

the LoRA rank  leads to a proportional increase in the number of trainable parameters. As a (𝑟)

result, more noise must be added per training step to satisfy differential privacy constraints, 

which in turn degrades the model’s predictive performance, most notably reflected in lower F1 

scores. This demonstrates that the choice of LoRA rank is not merely a tuning parameter but a 

key factor in balancing model utility and privacy. Careful calibration of the rank is therefore 

essential to optimize performance under stringent privacy guarantees. 

 

Discussion:  

LLMs offer a scalable and efficient solution for parsing free-text radiology reports, enabling both 

structured data extraction and multi-abnormality labeling. These capabilities are essential for 

building high-quality labeled datasets and improving the efficiency of downstream diagnostic 

tasks, especially, the tasks that are otherwise difficult to scale through manual annotation alone. 

This work adopts a framework for optimizing the fine-tuning of large language models (LLMs) 

with differential privacy (DP) guarantees for multi-abnormality classification from free-text 

radiology reports. Our proposed approach addresses the privacy utility trade-off in LLMs within 

the healthcare domain, particularly for radiology-based multi-abnormality classification, by 

integrating Low-Rank Adaptation (LoRA) with differential privacy techniques. Through 

extensive experimentation on free-text radiology reports from MIMIC-CXR and CT-RATE 



datasets, we demonstrate that our DP-LoRA framework achieves strong classification 

performance under rigorous privacy constraints. We compare our results with the recent prior 

work [6] which developed a fine-tuning framework for LLMs using similar datasets without any 

privacy consideration. We observe that our proposed privacy preserving fine-tuning framework 

for multi-abnormality classification achieves a comparable weighted F1-score along with 

rigorous DP guarantees. We explore the effects of different privacy budgets, LoRA ranks, and 

their interplay on the classification performance via F1-score. The main contribution of this work 

lies in analyzing the trade-off between privacy and utility while fine-tuning LLMs with DP. Our 

findings reveal that guaranteeing DP inevitably leads to some loss in classification utility, and the 

extent of this degradation depends on multiple factors, including the chosen privacy budget and 

LoRA rank. Notably, models fine-tuned with more relaxed privacy settings (i.e., larger privacy 

budgets) achieved higher utility in terms of weighted F1 scores. However, this performance gain 

comes at the expense of reduced privacy, as reflected in increased prediction variability and 

heightened risks of potential data leakage. 

Our experiments show a strong dependency between the number of model parameters updated 

during fine-tuning and downstream predictive performance. In non-private settings, increasing 

the number of parameters (i.e., increasing the LoRA rank), corresponding to higher fine-tuning 

capacity consistently improves the weighted F1 scores. However, under strict differential privacy 

constraints, the benefits of tuning more parameters will reduce due to the higher amount of noise 

required for privacy. These findings highlight the importance of carefully calibrating key 

hyperparameters, particularly the number of trainable weights and privacy budgets,  to achieve 

an optimal trade-off between utility and privacy. Future research includes exploration strategies 

that promote generalization, especially for imbalanced datasets and abnormality categories, while 

https://www.zotero.org/google-docs/?fnsVmv


preserving strong privacy guarantees. Potential directions include techniques such as class 

reweighting and label smoothing under privacy constraints. Our findings also support the 

practical viability of deploying lightweight models in clinical workflows. By differentially 

privately fine-tuning compact architectures such as BERT-small, we maintain competitive 

predictive performance while satisfying the computational efficiency and data confidentiality 

requirements critical for real-world healthcare applications. 

We now outline some limitations of this study and suggest directions for future research to 

address them and extend our findings. First, while we demonstrate the effectiveness of our 

approach on chest X-ray–based free-text reports, its generalizability remains unexplored across 

broader clinical contexts such as multi-modal setting. Future work should evaluate the 

framework on more diverse datasets representing varied patient populations and imaging 

modalities. Second, although this study does not explicitly address adversarial attack strategies 

in LLM-based healthcare applications, understanding and mitigating such risks remains a critical 

challenge for real-world deployment. In future work, we plan to systematically investigate 

privacy vulnerabilities in vision-language models (VLLMs) and contrastive learning 

frameworks, particularly in the context of multi-modal medical data analysis, where text and 

imaging data are jointly leveraged. Third, our implementation relies on standard differential 

privacy techniques, such as Differentially Private Stochastic Gradient Descent (DP-SGD) and 

Gaussian Mechanism. More advanced approaches, such as adaptive privacy budgeting or 

alternative noise distributions, may offer improved privacy-utility trade-offs and merit further 

exploration.  

 



Conclusion: Our research presents a differential privacy-preserving fine-tuning framework for 

multi-abnormality classification tasks from text-radiology reports that can be easily adapted for 

other text-based healthcare-related tasks. Through comprehensive experimental results, we 

demonstrate that it is simultaneously possible to achieve both strong privacy protection and 

competitive performance on multi-abnormality classification tasks through a differentially 

private fine-tuning framework that incorporates Low Rank Adaptation. The proposed framework 

is versatile and can be extended to a range of applications, including multi-organ 

multi-abnormality classification, multi-modal medical data analysis, report generation - 

summarization, and other classification tasks. As part of our future work, we plan to conduct an 

in-depth analysis of privacy vulnerabilities and explore robust privacy-preserving strategies 

tailored to multi-organ, multi-abnormality classification using multi-modal datasets. 
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