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We consider a network of users connected by pairwise quantum key distribution (QKD) links.
Using these pairwise secret keys and public classical communication, the users want to generate a
common (conference) secret key at the maximal rate. We propose an algorithm based on spanning
tree packing (a known problem in graph theory) and prove its optimality. This algorithm enables
optimal conference key generation in modern quantum networks of arbitrary topology. Additionally,
we discuss how it can guide the optimal placement of new bipartite links in the network design.

I. INTRODUCTION

Quantum key distribution (QKD) is able to provide
secure communication [1-4]. This is important in view
of the progress in quantum computation observed now
[5, 6], but also in view of possible inventions in the
field of efficient algorithms that can threaten conven-
tional cryptography. Originally, QKD protocols allow
two users to establish a common secret key (bitstring).
However, the real world is often interested not only in
point-to-point communication, but in the communica-
tion of many users — network communication. For the
widespread adoption of quantum communication tech-
nologies, a well-developed theory of quantum networks is
essential.

Several theoretical and experimental works have inves-
tigated networks of nodes connected by sources of bipar-
tite or multipartite entangled states [7-17]. Multipartite
QKD, or quantum conference key agreement, which uses
multipartite entangled states has been suggested and an-
alyzed in Refs. [18-25]. In the future, such networks are
hoped to constitute a “quantum internet” [26-33].

However, in the near future one would expect techno-
logically simpler networks of nodes connected by pair-
wise QKD, not requiring the creation and manipulation
of multipartite entangled states. Such bipartite QKD
networks already exist in a number of countries [34].
Protocols for classical information transmission in QKD
networks are under active development [35-37] and the
general structure of future QKD networks is being inves-
tigated [38, 39].

Examples of graphs representing such networks are
given in Fig. 1. Vertices correspond to users and an
edge between two nodes means that the corresponding
pair of users is connected by a point-to-point (bipartite)
QKD link. We assume that all QKD links can operate
in parallel, although alternative scenarios may also be
considered.

A variety of tasks can be studied for such networks. In
this work, we focus on the task of generating a common
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Figure 1. Examples of QKD networks: a star network with
N users (a), the triangle network (b) and a tree network (c).
Vertices (nodes) of a graph represent users and edges repre-
sent (bipartite) QKD links between them.

(conference) secret key. It is well-known (see, e.g., [19])
that users having a connected network of bipartite keys
can agree on a common (conference) secret key using clas-
sical communication (XOR operations). The question we
address is to do it optimally, i.e., to generate the confer-
ence key at the maximal rate given the bipartite rates in
the network. We refer to this task as optimal conference
key propagation because we want to propagate pairwise
secret keys over the network, resulting in a conference
key.

We propose a protocol of conference key propagation
for networks of arbitrary topologies based on the span-
ning tree packing (STP). Optimal spanning tree packing
is a known and efficiently solvable problem in graph the-
ory [40-42]. We prove that the optimal spanning tree
packing gives the optimal conference key propagation in
this setting and can be used in existing QKD networks.

As further applications of this result, we discuss the
derivation of simple upper bounds for the conference key
rate for networks with bottleneck structures. We also
explore how this framework can guide the optimal place-
ment of new QKD links in network design.

Note that other approaches to quantum conference
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key agreement without direct use of multipartite en-
tangled states include the MDI (measurement-device-
independent) approach, where the multipartite entangled
state is postselected a posteriori in a system of detectors
[43-52], and simultaneous delivering of the copies of the
same quantum state from a sender to many receivers [53].

Our paper is organized as follows. In Sec. II, we state
the problem. In Sec. III, we describe the protocol start-
ing from simple examples. In Sec. IV, we formulate a
theorem of its optimality. In Sec. V, we discuss the up-
per bounds on the conference key rate originating from
complex bottleneck structures and a related problem of
network optimization. In Sec. VI, we give the formula
for the universally composable security parameter €copf
for the conference key generated by the proposed STP
protocol. Since the existing efficient algorithm solving
the spanning tree packing contains many steps [42], in
Appendix A we propose a simpler heuristic algorithm for
this problem used in the examples of this paper. In Ap-
pendix B, we give a proof of the main theorem.

II. PROBLEM STATEMENT

A network is represented as a graph (V, ), where V =
{1,...,N} is a set of vertices (nodes) associated with
users and £ is the set of edges associated with bipartite
QKD links between the users. We always assume that
the graph is connected, i.e., there is a path between any
pair of vertices.

We assume that all QKD links e € £ operate in par-
allel for time 7 and generate the keys K. of lengths
L.. Formally, K. are random variables taking values
on {0,1}*<. Each launch of all QKD links for time T
will be called “a round”. Then, the bipartite secret key
rates are r, = L./T. If after n rounds (which take
the total time nT'), we generate a conference key of the
length Leone, then the conference key rate is given by
Tconf = Lconf/(nT)~

In practice, the bipartite secret key rates are typically
integers (e.g., certain number of bits per second), which
will be assumed for simplicity. However, some of our
formulas and calculations do not rely on the property of
re being integer and are valid also for rational or real r.

The task is stated as follows: given a graph (V, ) and
bipartite rates {r.}cce, build a conference key propaga-
tion protocol with the maximally possible rate r¢ons. For
a formal definition, see Eq. (10) in Sec. IV.

Thus, we deal with a weighted graph with the edge
weights given by the bipartite key rates r., see Fig. 2(a).
Since the weights r. are integers, we can treat the graph
as a multigraph with the multiplicity of edges r., see
Fig. 2(b).

It is known that keys generated by QKD deviate from
being perfectly secure and this deviation is characterised
by a security parameter € [54, 55]. So, in general, each
edge e is characterized by a security parameter ¢.. We
start with perfectly secure bipartite keys and return to

Figure 2. Quantum QKD network as a weighted graph with
bipartite secret key rates re as the weights (a). In the
case of integer weights, it can be alternatively represented
as the multigraph where edge multiplicities correspond to the
weights (b).

the practical case of non-zero ¢, in Sec. VI.

III. DESCRIPTION OF THE PROTOCOL
A. Simple case: Tree networks

Before we formulate the general protocol, let us start
with simple examples. Consider the star network de-
picted in Fig. 1(a), where the central node 1 is con-
nected to N — 1 other nodes 2,..., N and there are
no more connections in the network. Thus, & =
{(1,2),(1,3),..., (1, N)}. In such networks, user 1 is dis-
tinguished and often called “Alice”, while all others are
“Bobs”.

Also, for simplicity, let us assume that all bipartite se-
cret key rates are ri; =1, j =2,..., N, ie., each QKD
link generates one bipartite secret bit per round. The
conference key is generated as follows, see, e.g., Ref. [19].
The participants publicly choose which of the bipartite
keys will be the conference key. For example, they choose
the key K15 as the future conference key. Then Alice en-
crypts Ko as the message to the Bobs 3,..., N by the
one-time pad encryptions using the corresponding bipar-
tite keys K(1,3), K(14),---, K, n). Namely, Alice pub-
licly announces the bitstrings

K2 @© K13,

Ko & K,
(1,2) (1,4) (1)

K1,2) @ K1,n)-

Here @ is XOR (addition modulo 2). The users
3,4,...,N can decrypt the ciphertext (apply the oper-
ation ®K( ;) for the corresponding j again) to obtain
the bit K(; 2y, which then can be used as a conference
key. Since we have generated one bit of the conference
key with one round of bipartite QKD protocols, rcons = 1.
This is a known obvious solution.

If r. are different integers, then the conference key rate
is upper bounded by the minimal bipartite rate minr,.
Keeping minr. bits in each of the keys and repeating the
described procedure gives 7conf = minre.



This protocol can be easily generalized to any con-
nected graph without cycles, i.e., a tree. Let us again
assume that all bipartite secret key rates are r. = 1.
The protocol is illustrated in Fig. 3 for the graph given
in Fig. 1(c). Again, the participants publicly agree on
which of the bipartite keys K will be the conference key.
Since there are no cycles in the graph, removal of the
edge € = (i, ) from the graph breaks the tree graph into
two non-connected subtrees. In Fig. 3, the removal of the
edge (6, 7) breaks the graph into two subtrees depicted by
blue and green with vertices 6 and 7 as the roots. Setting
1 and j as the roots of these two subtrees, we can make
the graph oriented and thus to construct unique paths
from ¢ or j to every vertex of the corresponding subtree.

In our example, vertex 6 encrypts the message Kz for
its children in the corresponding subtree (vertices 4 and
5) using the one-time pad and the corresponding bipar-
tite secret keys. Then the vertices that are not leafs in
the subtrees do the same for their children in the sub-
trees. In our example, vertices 4 and 5 encrypt the future
conference key K5 ¢) for the users 1, 2, and 3 using the
bipartite keys K(i 4y, K(2,.4), and K(35). Vertex 7 and its
descendants act in an analogous way. Thus, the confer-
ence key K5 ) propagates along the whole network.

In this version of the protocol, vertices 4 and 5 have
to wait for messages from vertex 6 in order to send their
messages for vertices 1, 2, and 3. Let us give an equiva-
lent protocol, which is single-round, i.e., each participant
makes public announcements independently on other an-
nouncements. After all announcements have been made,
each participant can recover the conference key.

Namely, each vertex a except the roots 7 and j of the
subtrees (6 and 7 in our example) has exactly one in-
coming (directed) edge in, and a (possibly empty) set
of outcoming edges out,. Also, by definition, we put
in; = j and in; = 4. Then each user k£ with non-empty
outy publicly announces the bitstrings

=K, &K, (2)

for all e € outy. That is, each user encrypts the bit-
string Kjn, using one-time pad and keys K., e € out,,
and announces the ciphertexts. Then, each user, step by
step, going back from its vertex to ¢ and j, decrypt the
ciphertexts and finally recovers the bitstring Kz = K, ;),
which can be used as a conference key.

In our example, the announcements are:

© _ © _
Cue = Ken ®Kup), Ol = Ken © Kie

c (4,)4) = K6 © K4,

@ _
(1 Clolay = Kae) © K(2,4),

5y _
Cias = Ko © Kss),
" _ ™ _
Cirgy = Ken ® Ky,  Curlg =K © Ki).

Then, for example, user 1 recovers the conference key
rate calculating

(4) 6) _
Kaay @ Cuyy @ Cls) = Ky

Figure 3. Conference key propagation for the tree graph from
Fig. 1(c). The users agree whose bipartite key will be the con-
ference key. Here: K 7). Removal of the corresponding edge
breaks the graph into two non-connected subgraphs (subtrees,
depicted by the blue and green colors) with vertices 6 and 7
as the roots. The propagation of the key K, 7) proceeds ac-
cording to the arrows.

As in the case of the star graph, Leons = 1 and 7eont =
1. If the bipartite keys are perfectly secure, then, due
to perfect security of the one-time pad and the chain-
like structure of encryptions (2), the conference key is
also perfectly secure. For arbitrary bipartite keys 7., we
can apply the same reasonings as for the star graph and
conclude that reops = minr,.
Thus, we arrive at the following observation:

Observation 1. A tree of bipartite secret bits leads to
one conference secret bit.

For optimal conference key propagation, a general
problem is to pack as many trees into a given graph as
possible, which is a well-known problem in graph theory.
Before we give precise formulations of this problem in
Sec. III C, we consider one more instructive simple ex-
ample in the next subsection.

B. Triangle network

Now consider the simplest network with a cycle: a
triangle network depicted in Fig 1(b). For simplicity,
we still assume that all bipartite key rates are equal to
one. How can the users agree on a conference secret key?
Of course, they can ignore, for example, the QKD link
(2,3) and reduce the problem to the star graph case de-
scribed in Sec. IIT A, which leads to the conference key
rate reont = 1. In general, every graph with cycles can be
reduced to a graph without cycles by removing a subset
of edges. However, ignoring QKD links might be non-
optimal.

Let us propose an improved protocol. Let us launch
two rounds of bipartite QKD links. Then, each link gen-
erates two secret bits K.; and K. 2. Then the partici-
pants 1,2 and 3 announce, respectively,

cW = K12)1® K@1,3),15
o = K(1,2)2® K2.3),1, (3)
dw:mmm@mwm

respectively. This information is sufficient for all par-
ticipants to recover all bipartite keys. Then, they can



decide to accept, e.g., K(1,2),1, K(1,2),2, and K(; 3)2 as
three bits for the conference key. That is, we have gen-
erated L¢ons = 3 bits of the conference key using n = 2
rounds of bipartite links, hence, the conference key rate
is
Lconf 3

Tconf = N2 (4)
which is greater than the value r.onr = 1 obtained by ig-
noring one of the links. Since Eve does not know K1 3) 1,
K(33),1, and K(33) 2, she has no information about the
conference key. Thus, we have obtained a better pro-
tocol for conference key propagation, which uses all the
bipartite QKD links. In the following, we generalize and
formalize the scheme given in this example.

C. General formulation of the STP-based
conference key propagation protocol

The essence of the protocol for the last example is de-
picted in Fig 4 (top row). For the graph (V, &) with the
weights (bipartite key rates) r., consider the sequence of
mutligraphs (i.e., graphs where multiple edges between
the same pair of vertices are allowed) (W, &, {nrc}ece),
n = 1,2,..., where nr. (numbers of bipartite bits gen-
erated in n rounds) are the edge multiplicities, see
Fig. 2(b). Recall that a subgraph of a graph or a multi-
graph is called a spanning tree if it is a tree (i.e., con-
nected graph without cycles) and contains all vertices of
the original graph. We can reformulate Observation 1 as
follows:

Observation 2. A spanning tree of bipartite secret bits
in the multigraph (V,&,{nr.}) leads to one conference
secret bit.

If we wish to maximize the conference key rate, we
need to pack as many spanning trees into the multigraph
WV, &, {nr.}) in the following sense:

{E (V,E,{nr.}) contains k edge-disjoint } (5)

Teonf = Max n spanning trees

k,n

That is, if we generated the conference key of length &
using n rounds of parallel bipartite QKD links, then the
conference key rate is k/n and we want to maximize this
quantity. In our example with the triangle network de-
picted in Fig 4 (top row), the multigraph (V,&,{2r.})
can be partitioned into three edge-disjoint spanning trees,
hence the conference key rate is 3/2. Fig. 4 shows the
spanning tree packing for other graphs also under the as-
sumption of all the bipartite secret key rates are equal to
one.

The problem of finding the maximal number of edge-
disjoint spanning trees in a graph or multigraph is called
the spanning tree packing problem and is well-known in
graph theory [40-42]. Tts solution, i.e., the maximum

itself is called the spanning tree packing number. More
precisely, the standard formulation of the spanning tree
packing assumes that the multigraph is fixed, which cor-
responds to the case when the maximization in Eq. (5)
is performed only over k for a fixed n. Since, in our case,
we are free to choose the number of bipartite rounds for
the generation of the conference key, we use a slightly
different formulation.

The security of the conference key obtained by span-
ning tree packing relies on the security of the one-time
pad and the requirement that spanning trees must be
edge-disjoint, hence, each bipartite key is used only once.

Importantly, an efficient algorithm of finding optimal
spanning tree packing exists [42]. Also, in Appendix A,
we give a simple heuristic algorithm. Formally, in con-
trast to the algorithm from Ref. [42], it has at least expo-
nential time complexity. Nevertheless, in practice, it al-
lows one to easily find optimal spanning tree packings for
small graphs or graphs with recognizable structures (cer-
tain patterns of edges, recognizable clusters, etc.) and
was used for all examples in this paper.

The spanning-tree-packing number is given by the
Nash-Williams-Tutte theorem [40-42]. Consider a ver-
tex partition P = {V1,...,V,},sothat V=V, U... UV,
(recall that the symbol U denotes the union of disjoint
sets), p > 2, and all subsets V; C V are non-empty. De-
note £(P) the set of cross-edges in the graph (V, &), i.e.,
the edges whose vertices belong to different subsets in
the partition P. Also, according to standard mathemat-
ical notations, |P| = p is the number of elements (ver-
tex subsets) in the partition P. Then, the multigraph
(V, &, {nr.}) has exactly

n . 1
kELior)lf: o LP|_1 Z m"eJ (6)

partitions P e€&(P)

edge-disjoint spanning trees, which corresponds to the

conference key length ngr)l
Tégr)lf = L((er)lf /n. For large enough n, the argument of the
floor function |-| is integer and, thus, this function can

be removed. This leads to the conference key rate

1
PI-1 > re (7)

ec&(P)

¢ and the conference key rate

Tconf = min
vertex
partitions P

This is indeed the solution of the optimization problem
(5): As we argued, the rate given by the right-hand side
of Eq. (7) is achieved by choosing a proper n and the
rate cannot be greater than the right-hand side of Eq. (7)

because rg’r)lf < Teont for all n. In this paper, we will refer
to Eq. (7) as the Nash-Williams—Tutte formula.

IV. OPTIMALITY OF THE STP-BASED
PROTOCOL

We have considered the problem of the optimal span-
ning tree packing. Can we propose another conference
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Figure 4. Spanning trees packings in different graphs with equal edge weights (bipartite QKD rates) for all edges. Here it is
convenient to think that an edge in a graph represents a bipartite key with a fixed length L. Then multiple QKD sessions
(factors in front of of the graphs) give multiple edges between the same vertices. One spanning tree correspond to a conference
key of the length L. Thus, the problem is to find an optimal spanning tree packing, i.e. a set of edge-disjoint spanning trees
such that the ratio of the number of edge-disjoint spanning trees to the number of QKD sessions (per each bipartite link) is
maximal. The last term in the last line is not a spanning tree, but a leftover edge. The operations x and + are understood

here in the sense of edge multiplicities in a multigraph. If all bipartite secret key rates are equal to one (L = 1), then the
conference key rates rcont for these examples (from top to bottom) are 3/2, 5/3, 2, and 1.

key propagation protocol (not necessarily related to the
spanning-tree packing) for a network of bipartite QKD
links that would give better results than Egs. (5) and (7)?
The answer is negative: optimal spanning-tree-packing is
also optimal among all possible conference key propaga-
tion protocols. In order to prove it rigorously, we need
to give a formal problem statement.

The conference key propagation problem is a particular
case of secret key distillation in classical networks [56].
Let, again, K., e € &£, be secret keys, i.e., random vari-
ables uniformly distributed on the sets {0,1}"*. Denote
by &; the set of edges incident to the vertexi € {1,..., N}
and by

Xz’ - (Ke)ee&: (8)

the random variable obtained by the user 4, i.e., the col-
lection of bipartite keys of all its connections. The par-
ticipant starts from n independent and identically dis-
tributed (iid) repetitions of K. and, thus, X;. Denote n
iid repetitions of X; as X'. Each participant ¢ generates
also local randomness, i.e., a random variable R; from an
arbitrary (finite) alphabet. Then the participants pub-
licly announce (classical) messages Ci,...,Cy, where

each C; is a function of (X7, R;) for ¢ = (j—1 mod N)+1
and of the previous messages Ci,...,C;_1. Denote
C = (Cy,...,Cp). Finally, each participant i calcu-
lates its version of the conference key K é;)nf e {0,1}™
as a function of (XN, R;,C). Actually, this is a proto-
col with classical local operations and public communi-
cation (CLOPC) with a finite number of communication
rounds. Following the notations of Ref. [57], denote it as
CLOPCy, where the subscript means that the number of
rounds can be arbitrary large, but finite.

Denote by Px, .. x, and P, ) the original dis-

conf
tribution of Xy,..., Xy and the ﬁnal dlstrlbutlon of the
version of the conference key and the communication, re-

spectively. Then

A(P%n.,.XN) Peoy g (9)

K(‘onf conf

for some A € CLOPCy. Denote also by P the marginal
distribution of C. The conference key propagation capac-
ity is defined as
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Teonf = lim sup
e—0

n,m, 2
AECLOPCy
,ideal
~ P ®Feli <2} (10)
where
i 27m k= ...=kn
plmyideal g k) = ’ :
Ké(lysz"'Kéi\;)f( ! N) 0, otherwise
(11)

and || - |1 denotes the total variational distance of two
probability distributions. Definition (10) is given for
a general multipartite probability distribution Px,  x,,
but the special form (8) of X; corresponds to the bipar-
tite network structure.

Now we can formulate our main theorem.

Theorem 1. The conference key propagation capacity
(10) for an arbitrary bipartite network structure (8) is
equal to the spanning-tree-packing number (7).

The proof is given in Appendix B. It is based on com-
bining the theorem by Csiszdr and Narayan [56] about
the conference secret key capacity (for classical networks)
with the Nash-Williams—Tutte formula (7). The main
technical ingredient is the following proposition:

Proposition 1. Let a graph (V,&) with N vertices and
non-negative real edge weights {r.}ece be given. The
number reont given by Eq. (7) is equal to the number Z
obtained from the following linear program:

Z:ZTe_RCOa (123)
ec&
N
Rco = er,I.l..l,I}%N 2 R; such that (12b)
SR> Y r VICN. (20
icl e€&(I)

Here [N] ={1,...,N} and E(I) denotes the set of edges
of the subgraph induced by the subset of vertices I.

The proof is also given in Appendix B. Note that
Proposition 1 deals with the formula (7) and the linear
program (12), which are well-defined for real (not neces-
sarily integer) 7.

Let us give an example of linear program (12) for the
triangle network with weights from Fig. 2(a):

Z =712 + 7113 + 723 — Rco,

Rco = n min (R; + Ry + R3) such that

1,R2,R3
Ry + Ry > 11,2,
Ry + R3 > (13,
Ry + R3 > (2,3,
R >0, Ro >0, R3 > 0.

(13)

Its solution is

T(1,2) +7(1,3); if 7(1,2) +71(1,3) < 7(2,3)
7 - )ra tres),
r(1,3) + T(2,3),

slrae) +ras) +res)

ifrag) +res3) <res)s
ifras)y +res) <rae)s
otherwise.

(14)
That is, if there exists a bipartite rate that is larger than
the sum of the two others, then the conference key rate
is limited by the sum of the two smaller rates. Such
bottleneck structures will be considered in more detail in
Sec. V A. Otherwise, the conference key rate is one half
of the sum of all bipartite rates. If all three bipartite
rates are equal to one, then we recover the result reonr =
Z = 3/2 we obtained before.

The linear program (12) results from Csiszdr and
Narayan’s theorem applied to our case (a general formu-
lation is given in Sec. B 1 in Appendix B). The first term
in the right-hand side of Eq. (12a) is the total amount
of (bipartite) randomness in the network generated per
round. In the second term, R; is the amound of bits
announced by the ¢th participant per round such that
each participant can recover the private randomness of all
other participants (“omniscience”). Then Rco denotes
the minimal total amount of announced information for
omniscience (“communication for omniscience”). Each
constraint (12c¢) reflects the fact that the participants
from [N]\I (if we consider them as a whole) are ignorant
only about the bipartite bits that are “internal” for the
subgraph induced by the vertices I. Intuitively, this con-
straint can be understood as follows: The total amount
of information announced by the participants from I can-
not be smaller than the total amount of randomness in
their subnetwork. In summary, the maximally possible
conference key rate is the total amount of randomness
in the network minus the amount of publicly revealed
information about this randomness.

Thus, Proposition 1 relates the linear program (12)
originating from information-theoretic considerations
with the graph-theoretic formulas (5) and (7).

V. FURTHER APPLICATIONS OF THE
STP PROTOCOL

The main application of the proposed spanning-tree-
packing protocol is the optimal conference key propaga-
tion in a network of bipartite QKD links. In this section,
we discuss two further applications: upper bounds on
the conference key propagation from graph topology and
bottleneck structures (subsection V A), and network op-
timization, namely, optimal allocation of new bipartite
QKD links in the network design (subsection V B).



A. TUbpper bounds on conference key propagation
from graph topology: Complex bottleneck structures

Direct optimization using the Nash-Williams-Tutte
formula (7) for calculating the conference key propaga-
tion rate requires exponential time in the number of par-
ties N because the number of vertex partitions is expo-
nential. There exists an efficient algorithm solving this
problem [42], but it has no simple analytic expression.
For practice it is often useful to have simple bounds
for the quantity of interest. While a lower bound can
be found by finding an arbitrary (generally, suboptimal)
spanning tree packing, the Nash-Williams-Tutte formula
gives upper bounds. Namely, it follows that

> e (15)

e€&(P)

Teont < |P|7—1

for any vertex partition P. Consideration of the partition
into single-element subsets (we will refer to it as the finest
partition) V; = {i},i=1,..., N, gives

1
Teonf < m ;T& (16)

That is, if we take an arbitrary vertex partition P, for
example, the finest partition, then Ineq. (15) or (16) gives
a simple upper bound. In the rest of this subsection, we
discuss how to “guess” a vertex partition P which gives
the tight bound or at least a good one, and consider
examples depicted on Figs. 5 and 6.

Bound (15) also follows from simple arguments based
on Eq. (5): k edge-disjoint spanning trees have k(N — 1)
edges in total. This number cannot exceed the total
number n|€| = n) o7, of edges in the multigraph
(V,E,{nr.}). A generalization of these arguments to an
arbitrary partition P gives Ineq. (15).

From these arguments, it follows that, if the equality
in Ineq. (16) holds, i.e.,

1
Tconf = ﬁ ;Te, (17)

then all edge capacities (bipartite QKD links) are fully
used and there are no “leftover” edges. The first three
rows of Fig. 4 give examples of this case. The bottom row
in Fig 4 is an example of the inverse case. It is obvious
that the conference key rate cannot exceed one because
the conference key rate cannot exceed the total number
of bipartite secret key bits of an arbitrary participant.
The figure shows a decomposition of this graph into one
spanning tree and a residual edge (1, 3). This corresponds
to the case that the participants do not use the key Ky 3)
in the generation of the conference key.

The existence of “leftover” QKD links so that
Ineq. (16) is strict, or, in other words, if the minimum in
the Nash-Williams-Tutte formula (7) is achieved not by

7 -

Figure 5. A contraction of the graph from Fig. 4 (last row)
indicating a bottleneck structure, which restricts the confer-
ence key rate: connection of the node 4 to the rest of the
network. The conference key rate in the original graph can-
not be larger that the conference (bipartite) key rate in the
contracted graph. If the link (3,4) has the rate r;4) = 1,
then, for the left graph, reons < 1.

the finest partition V; = {i}, i = 1,..., N, this indicates
the existence of bottleneck structures in our network,
which restrict the conference key rate. The minimum
in the last example of Fig. 4 is achieved by the vertex
bipartition into the subsets V1 = {1,2,3} and V, = {4}.

Fig. 5 gives another interpretation of Ineq. (15). In-
stead of partitions, one can think about a contraction of
the graph [40]. Namely, for a given partition P = {V,}
consider the graph where the sets V,, are vertices and two
vertices V, and V3 are connected by an edge iff the set
E(Va, V) of edges between the vertex subsets V, and Vg
is nonempty. This edge obtains the weight

TaB = Z Te. (18)

EGS(VQ,VB)

Then Ineq. (15) is intuitively clear. A contraction of a
subset of vertices into one vertex means that the corre-
sponding participants become actually one participant,
i.e., they have common knowledge without cost of com-
munication. Another interpretation: we can set the
weights of edges (i.e., the bipartite secret key rates) con-
necting vertices from the same subset to infinity. This
situation is more advantageous for conference key agree-
ment, hence, the conference secret key rate cannot de-
crease under this transformation.

Generally, consider a bipartition ¥V = V; U V5. Then,
|P| = 2 and, according to formula (15), the conference
key rate cannot exceed the total capacity of edges be-
tween the subsets V; and V5. This is an obvious upper
bound. The first three lines in the solution (14) for the
triangle network depicted on Fig. 2(a) also reflect bottle-
neck structures based on bipartitions. E.g., if the “weak-
est” part of the network is the connection of vertex 1 to
the rest of the network, then the contraction of vertices 2
and 3 gives the tight upper bound. Upper bounds based
on bipartitions are used, e.g., in Ref. [21].

However, formula (15) can be used to obtain upper
bounds based on more general partitions. An example
is given in Fig 6, where the bottleneck structure is not
a connection between two subgraphs, but a triangle. If,
as in the previous examples, each edge corresponds to
the bipartite key rate 1, then we obtain the upper bound
Teont < 3/2 (actually, reonsr = 3/2) originating from a
triangle contracted graph, while considerations of only



bipartitions give a loose bound reons < 2.

Finally, it is interesting to note that, in order to check
that the minumum in Eq. (7) is achieved by the finest par-
tition, i.e., Eq. (17) is satisfied, one does not need to check
all possible partitions, but only partitions of the form
Pr={V1,....,V,Vis1}, where I = {v1,...,u} € [N],
Vi=Avi},i=1,...,1,and Vi4; = [N]\I, see Corollary 2
in Appendix B. In other words, to ensure Eq. (17), it is
sufficient to check that

ﬁZre S ﬁ Z Te, (19)

c€E e€&(IUE(L,INI\T)

or, equivalently,

1 1
— < = S P
N-[I-1 e =] re (20)

e€E(INI\I) e€€(IUE(LINI\I)

for all I C [N]. Here £(I,I') C E denotes the subset of
edges connecting the vertices from I to the vertices from
I'. As we show in Appendix B, for each I, Inegs. (19)
and (20) are either both satisfied or both violated.

Ineq. (20) has the following interpretation. The left-
hand side of it is an upper bound on the conference key
propagation in the subnetwork [N]\I, see Eq. (15). Anal-
ogously, the right-hand side of Ineq. (20) is the upper
bound on the conference key rate for the network where
the vertices from [N]\I are contracted into one vertex
(hence, the corresponding graph contains |I|+1 vertices).
The violation of this inequality means that, even if we
contract the set of vertices [IV]\] into one vertex, the con-
ference key rate in such simplified network is still upper
bounded by the upper bound for the subnetwork [N]\I.
This indicates that the connections of vertices from I
with each other and with the other vertices constitute a
bottleneck structure.

Thus, the proved equivalence between the Nash-
Williams—Tutte formula and the linear program (12) re-
veals new facts about the spanning-tree-packing problem.

B. Network optimization

Let us use the results from the previous subsection to
optimize rqon¢ by adding bipartite links to networs in an
optimal way. Consider the problem depicted in Fig 7 as
an example.

Initially, we have a ring of six nodes [black solid edges
in Fig 7(a)]. We assume 7, = 1 for all edges. Then
the initial conference key rate is reonf = 6/5. Note that
the minimum in the Nash-Williams—Tutte formula (7) is
achieved by the finest partition V = {1} U... U {6} and,
thus, Eq. (17) is satisfied.

Suppose that we are allowed to add one more bipar-
tite QKD link, either (1,4) or (2,6) [red dashed edges in
Fig 7(a)]. If we add the link (1,4), then the minimum in
the Nash-Williams—Tutte formula (7) is still achieved by
the finest partition and Eq. (17) is satisfied, which gives
the new conference key rate rcont = 7/5.

In contrast, if we choose to add the link (2,6) instead,
then the minimum in the Nash-Williams-Tutte formula
is achieved by the partition

Y ={1,2,6} U {3} U {4} U {5}, (21)

which gives reonf = 4/3. The conference key rate 4/3
corresponds to a ring of four nodes (“4-ring”). Thus, the
described contraction reveals the bottleneck structure in
the form of a 4-ring if the link (2,6) is added. Adding
the link (1,4) leads to a higher rate.

If we are allowed to add a second additional bipartite
QKD link, e.g., (2,6), (3,6), or (1,5) depicted in Fig 7(b),
then the choices (2,6) and (3,6) [i.e., the links that con-
nect different parts of the graph separated by the central
vertical link (1,4)] lead to a further increase of the con-
ference key rate to reonr = 8/5. This again correspond
to the finest partition as the optimal one and no bottle-
neck structures. In contrast, the choice (1,5) leads to the
partition

V= {1,4,5,6} U{2} L {3} (22)

as the optimal one, which corresponds to the contraction
of nodes 1, 4, 5, and 6 and, thus, to a triangle bottleneck
structure with reons = 3/2.

Thus, if we are allowed to allocate a restricted number
of bipartite QKD links, bottleneck structures should be
avoided.

VI. SECURITY PARAMETER OF THE STP
PROTOCOL

So far, we assumed the case of perfectly secure bipar-
tite keys. Let us now consider a realistic QKD scenario,
where bipartite keys K., e € £, are characterized by the
values €, > 0 of the security parameter, which is based
on the trace distance between the real and ideal classical-
quantum states after the protocol [54, 55]. Recall that
€. = 0 corresponds to perfect security. Roughly speak-
ing, €. can be associated with the probability that the
distributed key is insecure, see Refs. [58, 59] for crypto-
graphic operational interpretations.

Consider a tree network like in Fig 3. If the num-
ber of nodes in the network is IV, then any tree contains
N — 1 edges. As we know from Sec. III A, the confer-
ence key propagation protocol for the tree network can
be described as a sequence of one-time-pad encryptions
of a chosen bipartite key using the other bipartite keys.
During such process, the security parameters of all keys
are summed up [54, 55, 60], hence the security parameter
of the conference key is

Econf = Zee. (23)
ec&

If all €, are equal to €, then econr = (N — 1)e.
Consider now the general case and formula (5): a
conference key is generated using k& spanning trees Tj,



Figure 6. A contraction of a graph indicating a more complex bottleneck structure, than a connection between two subgraphs
(like in Fig 5): a triangle bottleneck structure. If all bipartite QKD links have the rate r. = 1 and, thus, the triangle network
with bipartite key rates r. = 1 has conference key rate 3/2 (see Fig. 4), then, for the left graph, reont < 3/2.

@ (1) (b)
(6 ©) O (2

Figure 7. Network optimization. All edges here correspond
to bipartite secret key rate r = 1. (a): The initial ring-
like network of 6 nodes gives the conference key rate rcont =
6/5. If we are allowed to add one link (edge), then which of
two links marked as red dashed edges is it better to choose?
The optimal choice is to add the link (1,4). (b): If we are
allowed to add one more link, which of three marked options is
optimal? The optimal solution is to add (2, 6) or (3, 6) because
the addition of the link (1,5) leads to a triangle bottleneck
structure, see the text.

B8 =1,...,k. Then, if we form separate conference keys
from each spanning tree, then their security parameters
are

elli=> e (24)

ecTp

If we merge all these spanning trees into one long confer-
ence key, then we need to sum all the security parameters
given above:

k

k
E=D o= ) e (25)
B=1

B=1le€Ts

If all ¢, are equal to the same number ¢, then ngzlf =

(N —1)e and econt = k(N — 1)e. Thus, increasing k and
n in Eq. (5) allows one to achieve a higher asymptotic
conference key rate, but decreases its security parameter
if we merge the keys obtained from all spanning trees into
one long key.

VII. CONCLUSIONS AND OPEN PROBLEMS

We have proposed an optimal solution for the confer-
ence key agreement in an arbitrary network of bipartite
QKD links. This solution is based on an optimal span-
ning tree packing (STP) in a graph of bipartite keys.
The main tool for proving optimality is the proof of the
equivalence between the graph-theoretic Nash-Williams—
Tutte formula for the spanning-tree-packing number and
a linear program originating from information-theoretic
considerations of Csiszar and Narayan.

We have shown that the optimality of the STP proto-
col and the Nash-Williams—Tutte formula can be used for
bounding the conference key rate from above and for op-
timization of QKD link allocations in the network design.
Revealing bottlenecks of arbitrary topologies (i.e., origi-
nating from arbitrary vertex partitions), not just “linear”
bottleneck structures (i.e., originating from bipartitions)
play a crucial role here.

We highlight three open problems. First, we assumed
that the bipartite key rates r. are given. However, in
practice, not all bipartite QKD links may operate at full
capacities simultaneously due to a restricted number of
QKD devices. This leads to different optimization prob-
lems, which include the optimization over the usage of
the QKD links (i.e., over r.) with given link capacities
and node constraints. Such problems warrant further in-
vestigation.

The second open problem concerns the conference key
generation in a subnetwork, where only a subset V' C V
of users want to establish a conference key, but other
users are trusted and can assist them. Then, instead
of spanning trees, we need to consider so called Steiner
trees, i.e., trees that contain a given set of vertices (but
also may include other vertices). Steiner tree packing
for the relative problem of GHZ (Greenberger-Horne-
Zeilinger) state distillation in a network of Bell pairs was
considered in Refs. [61-63]. Unfortunately, in contrast
to the spanning tree packing, the Steiner tree packing
is an NP-hard problem. Nevertheless, does the optimal
Steiner tree packing also provide optimal conference key
agreement in a subnetwork among all all possible proto-
cols?



Finally, it is interesting to generalize these results to
the case where genuine multipartite QKD (e.g., based
on GHZ states) [18] is available between some of the
nodes. For example, there are not only bipartite, but
also tripartite QKD links in the network. This leads to
a transition from the concept of graphs to the concept
of hypergraphs. The notions of spanning tree and the
spanning-tree-packing are naturally generalized for hy-

pergraphs. An open question is its optimality in this
more general case.
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Appendix A: A simple method of finding optimal
spanning tree packing

Here we present a method of finding optimal spanning
tree packing for integer edge weights r. = L.. Formally,
this algorithm is not polynomial since it requires check-
ing Ineq. (19) for all I C [N]. Moreover, some steps
of this protocol are defined heuristically, non-rigorously.
Nevertheless, this simple method allowed us to find opti-
mal spanning tree packings for the examples considered
in this paper without addressing to the complicated algo-
rithm from Ref. [42] and, probably, can be useful also for
readers wishing to find spanning tree packings for small
graphs or graphs with recognizable structures (certain
patterns of edges, recognizable clusters, etc.).

Consider first the case of integer edge wedge r. = L,
and no bottlenecks in the network, i.e., Eq. (17) is
satisifed, or, equivalently, Ineq. (19) is satisfied for all
I C [N]. Then we can generate Leons = ), Le confer-
ence key bits in N — 1 rounds.

The algorithm works then as follows.

Algorithm 1 Basic algorithm

Input: Graph with integer edge weights L. satisfying
Eq. (17)
Output: Optimal spanning tree packing

1: Leont < 3, Le > Conference key length

2: L, < (N — 1)L, for all edges e > New edge weights

3: for o € {1,..., Leons — 2} do

4: Choose a spanning tree T, with edges of maximal
weights L.,

5: L.+ L, —1forallecT,

6: end for

7: Choose the last two spanning trees 1T, 1 and T,

conf = conf

Let us comment the (heuristic) rules of choice of the
spanning trees. In each step, we need to choose a span-
ning tree with edges of possibly maximal weights L. Of
course, in some cases it is impossible, e.g., when there are
N —1 edges of the maximal weight, but they do not form
a spanning tree. However, generally, the algorithm pre-
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scribes to prefer edges with higher weights. The choices
of the first Leont — 2 trees can be arbitrary satisfying this
rule. However, the choice of the last but one spanning
tree is trickier because, after this choice and the corre-
sponding reduction of the edge weights, the remaining
edges of non-zero weight may not form a spanning tree.
Hence, the choice of the spanning tree 17, ,—1 must en-
sure that the remaining graph is a spanning tree, which
will be the last spanning tree spanning trees 17, .. An
example of the work of this algorithm is given in Fig. 8
(the first and second lines).

Consider now the case when Eq. (17) can be not sat-
isfied, or, equivalently, Inegs. (19) can be violated. Then
the method is to break the graph into subgraphs until
these conditions are satisfied and Algorithm 1 can be
applied. Let us rewrite condition (19) for an arbitrary
graph (V',&’) and integer weights L.:

(A1)

1 1
mzLeﬁm Z Le,

ecE’ e€& (IUE(I,V\I)

where the notations £'(I) and &'(I,V'\I) for I C V' are
defined analogously to £(I) and £(I,V'\I). We noticed
[see the text after Ineq. (20)] that violation of Ineq. (A1)
for some I means that the graph with |I| + 1 vertices
where vertices from V'\I are contracted into one is a
bottleneck structure. This observation suggests to con-
sider two spanning tree packing problems separately: for
the subgraph induced by the vertices V'\I and for the
aforementioned contracted graph, and then merge the
spanning trees. Such splitting of the problem into two
problems for smaller graphs works recursively as follows:

Algorithm 2 General algorithm

Input: Graph (V',€’) with integer edge weights L.
Output: Optimal spanning tree packing
if Ineq. (A1) is satisfied for all I C V' then
Run Basic algorithm for the graph (V',&’)
else if Ineq. (A1) is violated for some I C V' then
Run General algorithm for the graph (V" &) ob-
tained by the contraction of the vertices from V'\I into
one vertex
5: Run General algorithm for the subgraph induced by
the vertices V'\I
6: Merge the spanning trees of the graphs from steps 4
and 5 according to the edge correspondence between the
input graph (V',£’) and its contraction (V"',&")
7: end if

An example of the work of this algorithm is given in
Fig. 8 (the third line).

The necessity to check Inegs. (19) for all vertex sub-
sets I and, moreover, further checks Inegs. (A1) for sub-
graphs, make this algorithm inefficient for large graphs.
However, it can be applied if the graph contains well rec-
ognizable clusters so that finding I violating Inegs. (19)
and (Al) is obvious, or, vice versa, when we can guess
that there are no such clusters and Eq. (17) is true so that



Basic algorithm can be directly applied. Otherwise, one
can modify the algorithm to find suboptimal spanning
tree packings.

So, we can hope that the algorithm can be applied to
practical networks as well. There are well-known exam-
ples in computer science when formally non-polynomial
algorithms (e.g., the simplex algorithm in linear program-
ming) work well for most practical problems.

Finally, in the case of non-integer edge weights r., two
ways can be considered. The first one is to consider n
rounds such that all nr. are integer. The second (heuris-
tic) one is to solve the problem for all weights equal to one
(or integers reproducing the proportions between r. with
some precision) and, with the obtained list of spanning
trees, solve the linear program (B15) (see below an equiv-
alent formulation of the optimal spanning tree packing
problem) optimizing their weights. Note that Eq. (B15)
is indeed a linear program for w, if the set of the trees
is fixed. The requirement that w, must be rational is
not a restriction since, if r, are rational, there exists an
optimal solution of the linear program with rational w,.

Appendix B: Proof of optimality of the
spanning-tree-packing conference key propagation

In this section we prove Theorem 1 and Proposition 1.

1. Reduction to a linear program for a multigraph
network

The basic tool is the information-theoretic result by
Cziszér and Narayan [56] about the classical conference
secret key capacity. One of the models considered in
their paper is as follows. In each repetition (round),
independent and identically distributed (iid) N-tuples
of random variables (Xi,...,Xy) are delivered to the
users. That is, the user ¢ observes the random variable
X;. The random variables X; for different i are gener-
ally dependent according to a known joint distribution
for (X1,...,Xn), but the N-tuples for different rounds
are independent. The participants communicate over a
noiseless public channel. The eavesdropper has no infor-
mation about X;, but has access to the public commu-
nication. The participants want to agree on a common
conference secret key with the highest possible rate. See
Ref. [56] for formal definitions, but they match our def-

initions of the conference key capacity (10). Then the
conference secret key capacity is given by
Z = H(X[n]) — Rco,
N
Rco = RlI’m’n Z R; such that (B1)

> Ri> H(X1| X[ ),
i€l

vI ¢ [N),
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where X; = (X);cr, H denotes the Shannon entropy, R;
is the amount of bits of information per round announced
by the ith participant, and Rco is the smallest achiev-
able rate of “communication for omniscience”, i.e., the
minimal total amount of bits of public communication
(per round) which allows all participants to recover all
iid repetitions of all random variables X1,..., Xxy. The
information-theoretic meaning of these relations and con-
straints is given after Theorem 1.

The definition of X for our case is described in Sec. I'V.
Each participant ¢ obtains ) cce, Te bipartite perfectly
secure bits per round, where &; is the set of edges incident
to the vertex 7. This bits constitute X;. Of course, differ-
ent X; are not independent since, for each edge e = (4, j),
e bits are included into both X; and X;. Thus,

X[N Zrev

ecé

E Tes

ecE(I)

(B2)
H(X7|X(npr)

from which we obtain the linear program (12). Thus, the
proof of Theorem 1 has been reduced to Proposition 1,
which we prove in the next subsection.

2. Proof of Proposition 1

Lemma 1. Consider an arbitrary partition P =
{V1,...,V,} of the vertex set V into nonempty subsets,
ie, V=V U...UV,, p=|P| > 2. Then the following
upper bound for Z form linear program (12) holds:

1
7 <
_|P|—1 Z Te,

ecE(P)

(B3)

where, recall, E(P) is the set of cross-edges in the graph,
i.e., the edges whose vertices lie in different partition sub-
sets.

Proof. Tt will be convenient to introduce the notation

&= Zre

ect’

(B4)

for an arbitrary subset & C £. The sum of the con-
straints (12¢) for I, = [N]\V, for alla = 1,...,|P| gives

N
(IP|-1)> R

i=1

- EP: (r[e] -

|P|
Z E(INT\Va)]

E(Va)] ~ TIEVa, INI\VW)I)

= (I[P = Dr(€] = r[E(P)], (BS)

where, recall, £(I,I') C £ denotes the subset of edges
connecting the vertices from I to the vertices from I’.
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Figure 8. Illustration of the Basic algorithm (first two lines) and the General algorithm (the last line) of finding an optimal
spanning tree packing. All edge weights are equal to one. For the graphs in the first two lines, condition (17) is satisfied and
we know that we can generate certain number of conference key bits in N — 1 round (N — 1 is the number of vertices). We
assign new weights NV — 1 to each edge and then, in each step, choose a spanning tree with possibly maximal weights of edges
(bold edges). Each use of the edge reduce its weight by one. The graph in the third line violates Ineq. (19) for I = {5, 6},
so, the conference key rate cannot exceed that for the graph where the rest vertices {1,2,3,4} are contracted into one, i.e.,
the triangle graph, or 3/2. Then we solve the spanning-tree packing problem for both the contracted graph and the subgraph
induced by the vertices {1,2, 3,4} and merge the spanning trees of these graphs according to the edge correspondence between
the original graph and the contracted one. We obtained three spanning trees with not more than two uses of each edge, which
gives the rate 3/2. Choices of other spanning trees lead to other optimal solutions.

Here we have used that each R; participates in exactly
|P| — 1 constraints for various a,

D r[EVas IN\Va)] = 2r[E(P)], (B6)
(since each cross-edge is counted twice), and
D V)l + rlE(P)] = r[é]. (B7)

[e%

Substitution of the lower bound for Rco from Ineq. (B5)
to Eq. (12a) gives Ineq. (B3). O

Lemma 1 and the tree packing (Nash-Williams—Tutte)
theorem allows us to establish a relation between the op-
timal solution of the linear program and spanning tree
packings in the multigraph.

Corollary 1. The optimal solution of the linear program
(12) gives the value

. 1
Z=  min BT > e, (BS)
partitions P e€&(P)

which coincides with the Nash-Williams—Tutte formula

(7).

Proof. By Lemma 1, Z cannot exceed the right-hand
side of Eq. (B8). From the other side, the the right-
hand side of Eq. (B8) is achievable by the spanning-tree-
packing protocol precisely in view of the Nash-Williams—
Tutte formula (7). Note that it is valid also for real r..
Indeed, for m rounds, we can consider the multigraph
WV, E,{|nre]}). Its spanning-tree-packing number ngr)lf
is given by Eq. (6) with nr. replaced by |nr.]. The
limit of ngr)lf /n as n — oo gives again Eq. (7). Hence,
the right-hand side of Eq. (B8) is also (asymptotically)
achievable and, hence, optimal. O

This finishes the proof Proposition 1 and Theorem 1.

Remark 1. In the proof of Corollary 1, we implicitly
assumed that the conference key propagation protocol
based on the spanning tree packing problem (B15) gives
a feasible solution to the linear program. It follows from
the results of Csiszdr and Narayan: Any feasible algo-
rithm of the conference key generation from bipartite
secret keys must satisfy the restrictions of linear pro-
gram (12). However, it is instructive to show it explicitly,
which will be done in the next subsection.

Finally, let us consider the case when the minimum
in Nash-Williams—Tutte formula (7) is achieved by the



finest partition Papess = {{1},...,{N}}, i.e., Eq. (17) is
satisfied. According the Nash-Williams-Tutte formula,
we need to prove that

rfe] _ rle)
N-1"|P -1
for all partitions P. However, it turns out that it is suf-
ficient to check Ineq. (B9) only for partitions of the form
Pr={V1,...,V,Vi41}, where T = {vq,...,u} C [N],
Vi ={vi},i=1,...,1,and Vi1 = [N]\I. Application of

Ineq. (B9) to this particular form of a partition gives
rle] i)+ e [N\)]

N-17 | 1]

We can prove the following:

(B9)

. (B10)

Proposition 2. Ineq. (B9) is true for all vertex parti-
tions P iff Ineq. (B9) is true for all partitions Py of the
form given above (i.e., for all nonempty I C [N]).

Proof. In one direction, the statement is obvious: Since
Ineq. (B9) is a particular case of Ineq. (B9), then, if
Ineq. (B9) is satisfied for all vertex partitions P, then
Ineq. (B9) is satisfied for all partitions P;. Let us prove
the other direction.

Put by definition

rl]
N-1
Substitution of Eq. (B11) into Ineq. (12c¢) for an arbitrary
I gives

I
2r{E ()] + rIE(L INND)] — 10 rlE] > rIE(D)], (B12)
from which Ineq. (B10) follows. Hence, if all Ineq. (B10),
we have an explicit solution satisfying all constraints (B9)
and, as it follows from the proved results and also can be
checked explicitly, gives Z = r[€]/(N —1).
O

Note that Ineqs. (B10) are trivially satisfied as equal-
ities for I = [N]\{k}, k =1,...,N. Actually, Eq. (B11)
is a solutions of the the system of N linear equations
obtained by replacement of “>” by “=” in constraints
(12¢) for I = [N]\{k}, & = 1,...,N. We obtained an
explicit form of R; yielding the optimal value for the lin-
ear program if there are no bottleneck structures in the
network.

In the main text, we also use the equivalent form of
Ineq. (B10):

rlE(NNDY _ r[E€(D)] + r[EW, [N]\)]

N-1-1° ] . (B13)
Indeed, Ineq. (B10) can be rewritten as
rle)] + e, INND] + r[E((N\D)]
N-1
L EOL A

1| ’
from which Ineq. (B13) follows.
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3. Spanning-tree-packing protocol satisfies the
information-theoretic constraints

Let us show that the conference key rate given by the
Nash-Williams-Tutte formula (7) does not exceed C' from
(12), i.e., the information-theoretic constraints (12c¢) are
satisfied. In principle, we do not need to prove this be-
cause it is a direct consequence of Csiszar and Narayan’s
result: The rate of any conference key propagation al-
gorithm cannot exceed the information-theoretic bound
(12). However, it is instructive to give a direct and con-
structive proof.

We will use another (equivalent) formulation of the
spanning tree packing problem [42]. For a given graph
(V,€) and “edge capacities” (in our case — bipartite key
rates) {rc}ece, we need to choose a finite set of span-
ning trees {7, } of this graph and assign rational weights
{wq > 0} to them such that

Zwa = Tconf —7 ?'1&};7
“ (B15)
Z Wo < 7T, foralleeé&,

a: Ty e

where T,, > e means that the spanning tree T, contains
the edge e. The constraints in Eq. (B15) mean that each
bipartite secret bit from each r. can be used only in one
spanning tree. In other words, if we generate one confer-
ence bit using the tree T,, we spend one bit from each
of the edges constituting this tree. The weight w, is the
average number of usages of the tree T, per round. For
example, the spanning tree packings depicted in the first
line of Fig. 4, correspond to a € {1,2, 3} (indices of three
spanning trees) and w, = 1/2 for each a: Each spanning
tree is used once per two rounds. In the second and the
third lines of Fig. 4, we have w, = 1/3 for each of five
spanning trees and w, = 1 for each of two spanning trees,
respectively. The constraints in Eq. (B15) mean that, for
each edge, the total number of usages of the conference
bits cannot exceed its “capacity” (number of bipartite
bits generated per round) r.

Since, as we mentioned in Sec. III C, we use a slightly
different formulation of the spanning tree packing prob-
lem in comparison with the standard one, let us prove
the equivalence of Egs. (5) and (B15).

Observation 3. The optimization problems (5) and
(B15) are equivalent.

Proof. Indeed, from one side, consider a set of span-
ning trees {Tb’}gzl in the multigraph (V, &, {nr.}). We
can obviously map them into a set of spanning trees in
the graph (V, €) by just ignoring the edge multiplicities.
However, different spanning trees in the multigraph can
correspond to the same spanning tree in the graph (V, £),
see Fig. 9. Denote this map as f. Thus, f is in gen-
eral a many-to-one correspondence. Denote f~1(T,,) the
preimage of Ty, i.e., the set of the spanning trees from



Figure 9. If we ignore the edge multiplicities of a multigraph,
several spanning trees of it (here: two spanning trees of the
multigraph, which are depicted by red and blue) can map into
the same spanning tree of the resulting graph.

the multigraph (V, &, {nr.}) mapped into the spanning
tree T, of the graph (V,&). Then, put

fH(Ts)

. (B16)

Wy =
and

k
D wa = - (B17)
[e%
Thus, a feasible solution of problem (5) is a feasible so-
lution of problem (B15) with the same value of the con-
ference key rate.

From the other side, a feasible solution {T,,ws} of
the problem (B15) with rational w, can be mapped to
a feasible solution of problem (5) in the same manner.
Namely, there exists n such that all nw, are integer.
Then, by construction, we have found k = n )"  w, edge-
disjoint spanning trees in the multigraph (V, &, {nr.}).

Hence, problems (5) and (B15) are equivalent. O

We are ready to prove the main result of this subsec-
tion.

Lemma 2. The conference key rate reont given by (5)
can be expressed as

N
Tconf = § Te — § Riv
1

ec& i=

(B18)

where R; satisfy constraints (12c).

According to the Csiszar-Narayan construction, R;
have the meaning of the amount of information sent by
the ith participant (per round) to the public channel in
the spanning tree packing algorithm. The proof is based
on explicit calculation of the information announced by
the participants. We will give the corresponding explana-
tions in the proof, though the proof of a formal statement
of the lemma does not rely on this interpretation of R;.

Proof. Denote dz(-a) the nodal degree of the vertex i in
the ath spanning tree. According to the algorithm,
for the ath spanning tree, the participant 7, announce
R™ = d'*) — 1 bits of information. As we discussed af-
ter Eq. (B15), the weight w,, of the ath spanning tree is a
fraction of using this spanning tree, i.e., for large number
n of rounds, the ath spanning tree is used approximately

14

wen times. So, the participant ¢ announces on average
S, wa R bits per round.

i
In addition, as it was mentioned in Sec. V A, not always
the full capacity r. of all edges is used (like in the bottom

line of Fig. 4). Thus, the differences

(e ¥ w)

edi a: Ty e

(B19)

for all edges e can be non-zero. In other words, in gen-
eral, there are constraints in the spanning tree packing
problem (B15) satisfied as strict inequalities.

Constraints in (12) assume “omniscience”: Partici-
pants must be able to recover all bipartite secret bits.
In this paradigm, the participants have to announce the
bipartite secret bits not used in the conference key prop-
agation protocol. Each “leftover” bipartite secret bit is
shared by two participants. Let us demand that, on aver-
age, one half of this bit is announced by one participant
and one half is announced by the other one. That is,
in one half rounds this bit is announced by one partici-
pant and in one half of rounds — by the other one. Then,
the total amount of information announced by the ith
participant per round is

R; = Zwa(d,(‘a) —1)+ % Z ('r@ - Z wa). (B20)

edt a: Ty e

We have defined R; and now start the proof that, with
such R;, Eq. (B18) and constraints (12c) are satisfied.
The proof will not use the interpretation of R; as the
amount of information announced by the participants.

For the right-hand side of Eq. (B18), we have

Dore=d Ri=3 re= 3 % wald - 1)

ec& i= ecé& i=1 «
(- ¥ w)
ec& a: Ty e
N
:Zwa (Z 1+N—Zd§a)> .
[e" ecT, =1
(B21)
Each spanning tree has N — 1 edges, hence > cer, 1 =

N — 1 for all . Also, the sum of nodal degreees of
vertices in a subgraph is the number of edges in this
subgraph multiplied by two (since each edge is counted

twice), hence ), d!® =2(N — 1) and
N
> re=> Ri= (Zwa> [N—1+N—2(N—-1)]
ee& i=1 @
= Zwa =Teont.  (B22)

We have proved Eq. (B18)



Now we need to prove that R; given by Egs. (B20)
satisfy constraints (12c). The substitution gives for an
arbitrary nonempty I C [N]:

ZRigwaz<d§a>n+;zz(re > ).

el el i€l edi a: Ty e
(B23)
Now, for each spanning tree, we have
> d = 20&a(D)] + [€a(T, NN, (B24)

iel

where &,(I) is the set of edges of the subgraph of the
ath spanning tree induced by vertices I and &, (I, [N]\I)
is the set of edges in the ath spanning tree connecting
vertices from I to vertices outside 1.

For the last sum in Eq. (B23), we have

3 (= X w)

el edi a: Ty e
- Y (- X w)
ec&(I) a: Ty e
1
ST (e X w)
ecE(I,[NI\I) a: To e
> (B25)

rlE)] =Y wal€all)].

Substitution of Eq. (B24) and Ineq. (B25) into Eq. (B23)
gives

ZRi > r[ED)] + Y wa [|5a(1)| + €I, [NNI)| = |11}
e " (B26)
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To finish the proof of Inegs. (12c), it is sufficient to
prove that
Ea (D] +[Ea(l, INND)| = [1]. (B27)
The left-hand side is the number of edges incident on
the vertices from I in the ath spanning tree. Consider
the subgraph (I, £, (1)) of the ath spanning tree induced
by the vertices I. It is not necessarily connected: Some
vertices from I can be connected via vertices outside 1.
For the clarity of arguments, consider first the case
that the subgraph (I,&,(I)) is connected. Then it is
also a tree and thus contains |I| — 1 edges. Also the
set Eq (I, [N]\I) has at least one element, which connects
the vertices from I to the vertices outside I (since each

spanning tree is a connected graph). Hence, (B27) is true
in this case.

Consider now the general case where the subgraph
(I,&4(I)) is not necessarily connected. Denote {I,,} the
subsets of I forming connected components of this sub-
graph. Then, again, each connected component contains
is a tree and contains |/,| — 1 edges. Also, for each p,
there exists at least one edge of the ath spanning tree
connecting the vertices from I, to the vertices outside
I,, (and outside I because otherwise such vertices would
belong to the same connected component). Thus,

[Ea(DIFIE(L INND| 2 D [(1L]=1)+1] = |1]. (B28)

This finish the proof of Inegs. (B27), (12¢) and thus the
whole lemma. O
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