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Abstract

The choice of a suitable visual language pro-
jector (VLP) is critical to the successful train-
ing of large visual language models (LVLMs).
Mainstream VLPs can be broadly categorized
into compressed and uncompressed projectors,
and each offering distinct advantages in per-
formance and computational efficiency. How-
ever, their security implications have not been
thoroughly examined. Our comprehensive eval-
uation reveals significant differences in their
security profiles: compressed projectors ex-
hibit substantial vulnerabilities, allowing ad-
versaries to successfully compromise LVLMs
even with minimal knowledge of structural in-
formation. In stark contrast, uncompressed pro-
jectors demonstrate robust security properties
and do not introduce additional vulnerabilities.
These findings provide critical guidance for re-
searchers in selecting optimal VLPs that en-
hance the security and reliability of visual lan-
guage models. The code will be released.

1 Introduction

Large vision-language models (LVLMs) have
achieved remarkable success in various multimedia
applications (Dai et al., 2023; Liu et al., 2023a;
Bai et al., 2025; Wang et al., 2024; Chen et al.,
2024), particularly in tasks like visual question an-
swering (VQA). A typical LVLM framework con-
sists of three key components: visual encoder (VE),
large language model (LLM), and vision-language
projector (VLP). Current training methodologies
primarily focus on optimizing the VLP to effec-
tively integrate visual features extracted from a pre-
trained VE into a pre-trained LLM. This approach
substantially minimizes computational demands
when compared to building an LVLM from the
ground up, thereby allowing researchers to lever-
age existing advancements. Moreover, it ensures
greater stability and reliability in both the training
process and practical deployment of LVLMs.

Recently, a growing body of research has em-
ployed CLIP (Radford et al., 2021; Fang et al.,
2023) as the VE and initiated training starting from
various pre-trained LLMs. The choice of VLP
plays a crucial role in determining the effectiveness
of LVLM training. VLPs can generally be classi-
fied into two distinct categories: compressed pro-
jectors and uncompressed projectors. Compressed
projectors, exemplified by Q-former (Li et al.,
2023; Dai et al., 2023; Zhu et al., 2024), achieve
high computational efficiency by compressing a
larger number of visual tokens into a smaller di-
mension using query tokens. On the other hand,
uncompressed projectors, typified by MLP-based
architectures (Liu et al., 2023a; Shi et al., 2024),
convert visual tokens to feature dimensions match-
ing the LLM, with the number of output tokens
proportional to the number of input tokens.

Previous studies have tended to focus only on
the security of visual encoders or LLMs. On the
visual encoder, Wang et al. (2023); Yin et al. (2023)
present adversaries with an opportunity to compro-
mise model security by targeting solely the visual
encoder. As for LLM, previous studies (Carlini
et al., 2023; Zou et al., 2023; Chao et al., 2023)
have fully explored the safety of LLM, and the user
has the option of choosing a better performing and
safer LLM on his or her own. However, the secu-
rity of visual language projectors has not been fully
explored, only few studies have focused on attacks
on VLPs. Although some studies (Zhang et al.,
2025) have attempted to attack the VLP (mainly
Q-former), they have not thoroughly analyzed the
security of the VLP structure.

While compressed and uncompressed projec-
tors each demonstrate distinct strengths in terms of
computational efficiency and model performance,
their respective trade-offs are particularly evident
in large language and vision models. Compressed
projectors have shown superior efficiency, partic-
ularly excelling in high-resolution visual under-
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standing tasks and video comprehension scenar-
ios. In contrast, uncompressed projectors maintain
greater computational capabilities at the cost of
higher computational expense. Previous studies
(Yao et al., 2024) have extensively analyzed these
trade-offs from perspectives of computational effi-
ciency and model performance; however, a critical
yet underexplored dimension in LVLM applica-
tions remains their security implications.

We assessing the vulnerabilities of both com-
pressed and uncompressed projectors by conduct-
ing adversarial attacks across diverse white-box
and gray-box scenarios to evaluate the security im-
plications for different VLP architectures. Our find-
ings reveal three key insights: (1) Compressed pro-
jectors exacerbate security vulnerabilities beyond
those affecting visual encoders. Specifically, an
adversary can significantly degrade model perfor-
mance by targeting compressed projectors, even
with limited knowledge about the VLP. (2) In con-
trast, uncompressed projectors do not introduce
additional security risks, as attacking them yields
results comparable to attacking visual encoders di-
rectly. (3) This discrepancy in security between
compressed and uncompressed projectors stems
from their architectural differences and remains in-
dependent of the number of visual tokens. Notably,
even when the visual tokens of an uncompressed
projector are reduced (e.g., through pooling) to ap-
proach those of a compressed projector, the uncom-
pressed projector still maintains its robust security
characteristics.

Based on our analyses, we propose the follow-
ing suggestions: (1) We strongly recommend em-
ploying uncompressed projectors rather than com-
pressed projectors in high-security environments
to mitigate potential risks from adversarial attacks.
(2) In scenarios where computational efficiency is
a priority, researchers can implement techniques
like pooling operations to proportionally reduce
the number of output tokens generated by uncom-
pressed projectors. This approach offers enhanced
security compared to using compressed projectors
while maintaining acceptable performance levels,
thereby striking an appropriate balance among ef-
fectiveness, efficiency, and security.

Our research provides three key contributions:
(1) This study is the first to systematically inves-
tigate VLP security, presenting a comprehensive
and systematic evaluation of various VLP architec-
tures. (2) Our experimental results uncover sig-
nificant security vulnerabilities in compressed

projectors, revealing critical implications for mod-
els that employ such components. (3) We demon-
strate that operating on visual tokens generated
by uncompressed projectors offers enhanced secu-
rity compared to compressed projectors when the
number of visual tokens are largely comparable,
thereby identifying promising approaches for VLP
selection under efficiency constraints.

2 Related Work

Large Vision-Language Models.  Training
LVLMs from scratch is often prohibitively expen-
sive. Thus, current popular frameworks typically
begin with a pre-trained unimodal visual encoder
and a large language model, focusing their training
efforts on developing a VLP to connect the two
modalities and effectively incorporate visual fea-
tures into the LLM framework. The mainstream
VLPs currently fall into two primary categories:
compressed projectors and uncompressed projec-
tors. The compressed projectors, such as Q-former
(Li et al., 2023), Resampler (Alayrac et al., 2022),
and D-Abstractor (Cha et al., 2024), reduce the
number of visual tokens to a fixed number of out-
put tokens. In contrast, uncompressed projectors,
exemplified by MLP (Liu et al., 2023a), maintain a
proportional relationship between the number of vi-
sual tokens and their corresponding output tokens.

Compressed and uncompressed projectors
present distinct trade-offs in terms of computa-
tional efficiency, memory usage, and implemen-
tation complexity. On one hand, uncompressed
projectors offer simplicity in design but incur sig-
nificant computational costs. Specifically, their
computational requirements increase significantly
as their length scales linearly with the square of
the resolution (Chen et al., 2024). Furthermore, in
video processing applications (Ren et al., 2024),
this scaling behavior results in a linear growth of
required length relative to the number of video
frames. On the other hand, compressed projec-
tors achieve improved efficiency by reducing re-
dundancy within the visual space. This is accom-
plished through the compression of token lengths
from the visual encoder to a specified capacity, en-
abling strong performance while maintaining high
computational efficiency. While prior research has
extensively studied the performance and efficiency
trade-offs between these two approaches in VLPs,
there remains a critical gap: the safety implications
of these methods have been largely neglected.



Adpversarial Attacks on LVLMs. Prior research
has shown that deep neural networks are vulner-
able to adversarial perturbations (Szegedy et al.,
2014; Nguyen et al., 2015). While extensive stud-
ies have investigated the security of VEs and LLMs
(Shayegani et al., 2024; Carlini et al., 2023; Liu
et al., 2023b; Shayegani et al., 2023), relatively
little attention has been devoted to examining the
security of VLPs. Our work aims to address this
gap by conducting adversarial attacks on both com-
pressed and uncompressed projectors to evaluate
their respective security properties.

This paper focuses on a practical gray-box sce-
nario where the adversary is aware of both the
VE weights and the structural of VLP, whether
it be compressed or uncompressed. By crafting
specialized loss functions tailored to the VLP ar-
chitecture, the adversary can effectively execute
targeted adversarial attacks against LVL.Ms within
both the white-box and gray-box framework. Our
findings not only expose the vulnerabilities inher-
ent in compressed projectors but also provide new
insights into selecting between compressed and un-
compressed projectors from a security perspective.

3 Method

3.1 Preliminaries

Notations. We provide a brief overview of the
definition of notations. A LVLM, denoted as f,
generally comprises three key components: (1) the
visual encoder fyg, typically based on CLIP; (2)
the vision-language projector fyrp, which is usu-
ally implemented as a Q-former or an MLP; and
(3) the large language model fi1y. The LVLM f
accepts an image x; and an instruction x; as input,
producing an output y. The process begins with
the input image z; being processed by the fyg to
generate the visual feature representation fyg(z;).
Next, depending on whether it is a compressed or
uncompressed VLP: (1) for the compressed VLP,
fvLp extracts relevant features from both the visual
features fvg(x;) and the instruction x¢; while (2)
for the uncompressed VLP, fyrp transforms the
visual token dimension to align with the LLM in-
put space. Both processes result in the projection
output fyrp(fve(x;), xt). These projected features
are then fed into f1y, which generates the final
output y as Eq. (1):

y = f(xi,z) = frim(fvep(fve(z:), o), z¢).
(1)

Compressed projectors. The Q-former stands as
the canonical representative of compression pro-
jectors, functioning as a lightweight yet trainable
querying transformer. It effectively extracts textu-
ally relevant features from the VE CLIP through a
set of learnable queries. Notably, during BLIP-2’s
two-stage pre-training process, both the VE and
the LLM remain static, with only the Q-former and
its associated queries being trainable components.
This training paradigm has been successfully em-
ployed in subsequent studies, such as InstructBLIP
(Dai et al., 2023) and MiniGPT-4 (Zhu et al., 2024),
which also adopt similar approaches.
Uncompressed projectors. A typical approach in-
volves using a simple multilayer perceptron (MLP)
to project the visual token representation into the
input space of a LLM. For instance, in LLaVA
v1.5 (Liu et al., 2023a), the visual encoder out-
puts a 1024-dimensional embedding, which is then
mapped to 4096 dimensions via an MLP to align
with the input requirements of the Vicuna LLM.
Similarly, Eagle (Shi et al., 2024) concatenates fea-
ture representations from multiple visual encoders
to form a longer vector (typically ranging from
6000 to 8000 dimensions, depending on the num-
ber of visual encoders used), which is subsequently
projected down to 4096 dimensions using an MLP.
The difference between compressed and uncom-
pressed projectors. We adopt the definition from
(Yao et al., 2024), where a compressed projector
(represented by the Q-former) extracts information
from visual tokens through a fixed number of query
tokens, with the output token count fixed to a rela-
tively small number. In contrast, the uncompressed
projector, implemented as an MLP, processes and
reshapes both the quantity and dimensionality of vi-
sual tokens. Let N represent the number of tokens
generated by a visual encoder. An uncompressed
projector outputs tokens corresponding to fractions
of N, specifically N, N/2, N/4, and so on. In con-
trast, a compressed projector generates a consistent
number of tokens M (typically where M < N).

3.2 An Empirical Analysis of Component
Accessibility Within LVLM Attacks

Visual encoder (VE). Current popular LVLMs,
such as LLAVA (Liu et al., 2023a), BLIP-2 (Li
et al., 2023), InstructBLIP (Dai et al., 2023), and
MiniGPT-4 (Zhu et al., 2024), employ either the
ViT-L/14 model from CLIP (Radford et al., 2021)
or the ViT-g/14 model from EVA-CLIP (Fang et al.,
2023) as their visual encoders. Notably, none



of these LVLMs fine-tune CLIP during training,
which allows adversaries to easily access the visual
encoder weights directly through publicly available
CLIP checkpoints.

Vision-language Projector (VLP). We assume
the adversary possesses knowledge of the VLP’s
architectural details, such as its implementation
as a Q-former or MLP. Notably, all LVLMs built
on Q-former, including BLIP-2, InstructBLIP, and
MiniGPT-4, share identical VLP architectural de-
signs. However, while the adversary may be aware
of these structural specifics, obtaining the exact
model parameters remains challenging due to the
diversity in pre-trained LLMs and training datasets.
Large language model (LLM). The ecosystem of
LLM is highly diverse, with many open-source
options available, including OPT (Zhang et al.,
2022), LLaMA (Touvron et al., 2023), FlanT5
(Chung et al., 2024), and Vicuna (Chiang et al.,
2023). Additionally, LVLMs often utilize cus-
tomized datasets for parameter-efficient fine-tuning
(Ding et al., 2023) of these LLMs. Furthermore,
numerous powerful closed-source LLMs are also
accessible to model developers. This diversity in
both open-source and closed-source LLMs presents
a significant challenge for adversaries attempting
to determine the specific architectural details or
weights of the LLMs employed within LVLMs.
The white-box setting. In the white-box setting,
where adversaries have full access to model param-
eters (including both VEs and VLPs), we evaluated
the safety of VLPs under worst-case scenarios. The
adversary aims to modify a clean image to create an
adversarial example capable of fooling the LVLM,
leading to incorrect or unintended responses.

The gray-box setting. Building on the analysis
presented, we focus on a practical yet hitherto un-
explored gray-box setting, in which the adversary
has access to the weights of the VE CLIP and the
architectural structure of the VLP but lacks access
to either the weights of the VLP or any information
about the LLM. In this context, we can obtain a sur-
rogate VLP model through transfer learning from
other LVLMs, or alternatively, train the surrogate
VLP model from scratch.

3.3 Surrogate Models Used in Attacks

Based on our analysis of the accessibility lev-
els of various LVLM components presented in
Sec. 3.2, we design and implement adversarial at-
tacks against VLPs under three distinct scenarios
with increasing levels of difficulty to comprehen-

sively assess their security vulnerabilities. (1) The
first scenario represents the simplest case, where
the attack operates in a white-box setting, allow-
ing full visibility into the model’s architecture and
parameters. (2) The second scenario involves at-
tacking a surrogate VLP from a similar LVLM, tar-
geting another specific LVLM. (3) The most chal-
lenging scenario requires an attacker to develop an
surrogate VLP from scratch, significantly increas-
ing the complexity of generating effective adversar-
ial examples.

Surrogate models under white-box setting. In
our white-box setting, both the VE and VLP of
the target model are accessible. This allows us to
leverage Ly and Ly p to attack the target LVLMs.
Surrogate models transferred from other
LVLMs in gray-box setting. In our gray-box
setting, while only the VE of the target model is
available, we can still obtain surrogate VLPs by
transferring knowledge from other similar LVLMs.
For instance, if the target model is InstructBLIP
Vicuna-13B, we can utilize the VLP from Instruct-
BLIP FlanT5x; to attack it.

Surrogate models trained from scratch in gray-
box setting. When similar LVLMs are unavailable
for transfer, the structural insights into VLP pro-
vide us with a unique opportunity. Once the target
model’s VLP structure (using compressed or un-
compressed projectors) is identified, we can train
surrogate Q-formers or MLPs from scratch. The
detailed training procedure is outlined in Sec. 4.1.
Notably, during this process, no information about
the specific LLM used by the target LVLM is re-
quired; only the VE weights and VLP structure are
necessary for training the surrogate VLP.

3.4 Loss Function for More Effective Attacks

To evaluate the security of the VLP structure, we
employ adversarial attack methods to analyze the
robustness of LVLM. For a model with loss func-
tion £, Fast Gradient Sign Method (FGSM) (Good-
fellow et al., 2015) performs an adversarial attack
through gradient ascent as follows: 2} = z;+V /L.
In contrast, Projected Gradient Descent (PGb)
(Madry et al., 2018) conducts multiple iterations of
gradient ascent and projects x; onto the constrained
perturbation space after each step. Typically, PGD
restricts the /o, norm distance with ||z; — 2}|| oo < €.
Additionally, a variant of the Carlini & Wagner
(C&W) attack (Carlini and Wagner, 2017), referred
to as CW-I5, aims to maximize the loss function £
while minimizing the [ norm distance ||z; — x%||3.
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to generate adversarial examples z through the loss functions Ly, LyLp and Lrcp(8, K). A key aspect of this
investigation is determining whether incorporating attacks on VLPs increases security vulnerabilities compared to
solely attacking VEs, thereby assessing the robustness of the VLP structure.

To compare the security implications introduced
by the VLP structure, we evaluate the attack re-
sults on VE and VLP. For a clean image input,
let Vouw = fve(xi) and Pow = P(fve(zi),z¢)
denote the outputs of VE and VLP, respectively.
For an adversarial image, let V,, = fyg(z}) and
P} = P(fve(z}), z;) represent the corresponding
outputs, where z/ is initialized by adding random
noise to z;. We perform gradient-based adversarial
attacks on both VE and VLP using the loss func-
tions defined in Egs. (2) and (3), where I and J
denote the sequence length and feature dimension:

1
Mzu;;%rmf 2)

1 / \2
mpmgg%r%)<$

The proposed loss function Ltcp combines these
components, with 5 € [0, 1] controlling the trade-
off between VE and VLP losses, and K denoting
the number of surrogate VLPs used to enhance
attack effectiveness. The overall loss function is:

Lrcp = BLvE + (1 — B)Lyrp 4

In our experiments, we adopt 8 = 0 and K = 1
by default, under which settings the loss functions
Lrcp and Ly p are mathematically equivalent.
We evaluate the robustness of VLP by feeding ad-
versarial samples generated from attacking both VE
and VLP into it. If attacking VLP yields stronger
adversarial effects, this indicates that integrating

VLP increases LVLM’s vulnerability compared to
VE, suggesting that VLP is less secure in this con-
text. Conversely, if attacking VLP proves less ef-
fective than attacking VE, this implies that VLP
exhibits superior security performance.

4 Experiments

4.1 Experimental Settings

Datasets. We randomly sampled 2000 image-
question pairs from VQA v2 (Antol et al., 2015) to
construct our primary dataset, referred to as “VQA
v22000”. Additionally, we include results for other
datasets in Sec. 4.7, including ImageNet (Deng
et al., 2009), VizWiz (Bigham et al., 2010), and
COCO (Lin et al., 2014).

Evaluations. For VQA v2, we used the official
evaluation program to compute the VQA scores.
For other tasks, we employed various metrics such
as accuracy and CIDEr (Vedantam et al., 2015).
Models. For the compressed projector, we imple-
mented four variants of InstructBLIP (Dai et al.,
2023), all of which employed the same ViT-g/14 vi-
sion encoder (Radford et al., 2021) . These models
differed solely in their weight and bias parameters
within the post-normalization layer. Notably, de-
spite incorporating different LLMs, all these mod-
els maintained an identical VLP architecture. In
contrast, our experiments with the uncompressed
projector utilized a combined set of eight model
variants from LLaVA-v1.5 (Liu et al., 2023a) and
LLaVA-v1.6 (Liu et al., 2024).



Adversarial attack. We generated adversarial per-
turbation on clean images using PGD-l,, (Madry
et al., 2018) and CW-Iy (Carlini and Wagner, 2017)
to generate adversarial noise on clean images. For
PGD-l,, we set the attack step to 2/255, maximum
perturbation to 8/255, and the number of attack
steps to 20. For CW-ly, we configured the attack
step to 0.1 (equivalent to 2.55/255), with a constant
of 0.005 and zero confidence.

Training details. (1) Surrogate compressed VLPs:
we followed BLIP-2’s two-stage pre-training pro-
cess (Li et al., 2023). In the first stage, vision-
language representation learning was performed
using a frozen VE. In the second stage, both the
VE and LLM were kept frozen while performing
vision-to-language generative learning. To ensure
architectural diversity, we used different LLMs dur-
ing pre-training (e.g., opt-2.7B and opt-6.7B) com-
pared to the target LVLM. Pre-training was con-
ducted using the COCO datasets.

(2) Surrogate uncompressed VLPs: we followed
LLAVA’s official pre-training and fine-tuning set-
tings. Similar to our compressed models, we used a
different LLM during pre-training and fine-tuning
to align with our gray-box experimental setup.

Multiple runs to ensure accuracy. To mitigate
the impact of random factors, each experiment was
repeated five times using different random seeds.
We report the mean p of the results. Additionally,
we measured the variance o across multiple runs,
which generally remained low (around 0.1) with a
maximum variance omax < 0.25.

Attack VQA scores
method VLP LVIM Clean ‘ Lvg ‘ LyLp
MLP LLaVA-v1.5-7B 77.31 | 69.30 | 71.21
LLaVA-v1.5-13B | 78.56 | 70.55 | 72.91
PGD InstructBLIP-XL | 72.43 | 43.51 | 34.15
Q-former InstructBLIP-7B 75.53 | 44.94 | 41.48
InstructBLIP-XXL | 71.86 | 43.57 | 31.01
InstructBLIP-13B | 68.22 | 42.02 | 36.96
MLP LLaVA-v1.5-7B 77.31 | 65.79 | 67.53
LLaVA-v1.5-13B | 78.56 | 67.23 | 69.89
CW InstructBLIP-XL | 72.43 | 41.02 | 15.85
Q-former InstructBLIP-7B 75.53 | 43.58 | 40.17
O InstructBLIP-XXL | 71.86 | 41.50 | 11.52
InstructBLIP-13B | 68.22 | 39.95 | 33.95

Table 1: Results of attacks target VE and VLP under
white-box setting. The difference in performance be-
tween Lyg and Ly p highlights the security vulnerabil-
ity of compressed projectors.

4.2 Results of White-box Setting

The results of adversarial attacks under the white-
box setting are summarized in Tab. 1. Here, Lvg
represents an adversarial attack specifically target-
ing the VE, as formally defined in Eq. (2), while
Lvip denotes an attack directed at the VLP, de-
fined in Eq. (3). A key observation emerges under
this setting: for compressed projectors, adversar-
ial attacks targeting VLP achieve superior perfor-
mance compared to those targeting VE. This dis-
crepancy underscores the heightened security vul-
nerability of compressed projection. Conversely,
in the case of uncompressed projectors, attacks
against VLP yield results comparable to those tar-
geting VE, demonstrating the enhanced robustness
of uncompressed projectors. These initial findings
from white-box attack experiments reveal critical
security implications for compressed projector.

Attack
method

The source of
surrogate MLP

Target models: LLaVA-v1.6 (uncompressed projector)
Vicuna-7B | Mistral-7b | Vicuna-13B | Hermes-Yi-34B

Clean | 7832 | 7910 | 7561 | 79.07

| Lye | 7055 | 7231 | 6892 | 71.27

PGD | LLaVA-v15-7B 72.97 73.62 70.48 73.86
LLaVA-v1.5-13B | 73.60 73.77 69.25 72.85

| Ly | 6172 | 67122 | 6256 | 67.37

CW | LLaVA-v1.5-7B 68.11 69.10 65.94 68.76
LLaVA-v1.5-13B |  68.06 69.49 65.35 68.55

Attack
method

The source of
surrogate Q-former

Target models: InstructBLIP (compressed projector)
FlanTSx. | Vicuna-7B | FlanT5xx. | Vicuna-13B

Clean | 7243 | 7553 | 7186 | 68.22

\ Lve | 4351 | 4494 | 4357 | 42.02

POD 1 pnstructBLIP-7B | 38.56 4148 38.04 4020
InstructBLIP-13B 38.89 39.76 39.16 36.96

| LvE | 4102 | 4358 | 4150 | 39.95

CW ) InstructBLIP-7B | 36.73 40.17 3538 38.60
InstructBLIP-13B 37.18 38.93 35.81 33.95

Table 2: Results of attacking uncompressed and com-
pressed projectors using surrogate VLP models from
other similar LVLMs. The results are divided into two
sections: uncompressed (top) and compressed (bottom).
The findings demonstrate that uncompressed projec-
tors exhibit superior robustness compared to their com-
pressed counterparts.

4.3 Results of Attacks via Surrogate VLPs
from Other LVLMs

We employ the surrogate VLP from other similar
LVLMs to launch attacks against our target mod-
els. Specifically, for compressed projectors, we
conduct experiments using InstructBLIP models
that have been trained with various LLMs. For
uncompressed projectors, we utilize LLaVA v1.5
as a surrogate model to attack LLaVA v1.6. As
demonstrated in Tab. 2, our results indicate that
uncompressed projectors maintain superior robust-
ness under gray-box attack conditions, whereas



attacks targeting compressed projectors lead to fur-
ther degradation in model performance.

4.4 Results of Attacks via Surrogate VLPs
Trained from Scratch

We further explored training the surrogate VLP
from scratch, using a different LLM than the target
LVLM within the context of our gray-box attack
scenario. Our experimental results, as evidenced
by Tab. 3, demonstrate consistent findings with
those presented in Tab. 2: uncompressed projectors
exhibit superior security performance even under
more challenging attacking scenarios.

Attack Surrogate Target models: LLaVA-v1.6 (uncompressed projector)
method MLP Vicuna-7B ‘ Mistral-7b ‘ Vicuna-13B ‘ Hermes-Yi-34B
Clean | 1832 | 79.10 7561 | 7907
| Lve | 7055 7231 68.92 71.27
PGD | Vicuna-v1.3-7B ‘

Vicuna-v1.3-13B 73.71 73.76

67.22

69.66
62.56

73.24
67.37

| | |
72.55 ‘ 73.06 ‘ 69.60 ‘ 73.58
| | |

\ Lve | 6172
Vicuna-v1.3-7B ‘ 69.28

cw 71.03 66.09 70.18
Vicuna-vl.3-13B |  69.53 70.12 66.67 69.49
Attack Surrogate Target models: InstructBLIP (compressed projector)
method Q-former FlanT5x; ‘ Vicuna-7B ‘ FlanT5xx1 ‘ Vicuna-13B
Clean | 7243 | 7553 7186 | 68.22
| Lve | 4351 | 4494 | 4357 | 42.02
PGD opt-2.7B 39.82 41.81 39.89 39.66
opt-6.7B 40.06 41.79 40.32 39.31
| Lve | 4102 | 4358 | 4150 | 39.95
cw opt-2.7B 40.39 41.96 39.53 39.61
opt-6.7B 39.82 41.81 39.89 39.66

Table 3: Results on uncompressed/compressed projec-
tors using a surrogate VLP model trained from scratch.

4.5 Is Security Dependent on Architecture or
the Quantity of Visual Tokens?

Our experimental results, as summarized in Tabs. 1
to 3, demonstrate that compressed projectors ex-
hibit significant security vulnerabilities compared
to their uncompressed counterparts. However,
it is important to note that uncompressed projec-
tors generally possess a larger number of tokens
(e.g., the MLP employed in our laboratory utilizes
576 visual tokens, whereas the Q-former operates
with only 32 visual tokens). This raises an essential
question: does the reduced security of the Q-former
stem from the inherent characteristics within its ar-
chitecture, or merely from its smaller quantity of
visual tokens?

To investigate this, we systematically apply
mean pooling operations to LLaVA’s original 576
(24x24) visual tokens. First, a 2x2 mean pooling
operation is performed, reducing the number of vi-
sual tokens to 144. Subsequently, we further apply
a 4x4 mean pooling operation, compressing the

visual tokens down to 36.

We then conduct adversarial attacks on LLaVA-
v1.5-7B with varying numbers of visual tokens.
The results in Tab. 4 reveal that even when only
36 visual tokens are utilized (comparable to Q-
former’s), the attack performance on VLP does not
surpass that on VE, implying its robustness against
attacks. This finding conclusively demonstrates
that the enhanced robustness of uncompressed pro-
jectors is not merely dependent on the quantity of
visual tokens, but rather arises inherently from
their structural design. Furthermore, this implies
that in pursuit of efficiency, one can opt for an un-
compressed projector while employing techniques
such as spatial pooling to minimize its visual mark-
ers. Even when their respective quantities of vi-
sual tokens are comparable in number, the security
provided by an uncompressed projector remains
markedly superior to that of its compressed ones.

Attack LVLM VQA scores
method | visual token number | Clean ‘ Lvg ‘ LvLp
576 (official) 77.31 | 69.30 | 71.21
PGD 144 76.03 | 68.63 | 69.19
36 73.09 | 66.72 | 67.30
576 (official) 77.31 | 65.79 | 67.53
CwW 144 76.03 | 63.06 | 65.25
36 73.09 | 61.97 | 64.12

Table 4: Results of the attack on LLaVA with largely
reduced visual tokens under white-box settings.

4.6 Further Strategies to Deteriorate the
Security of Compressed Projectors

Table 3 presents the attack via training surrogate
VLPs. We employ a single surrogate VLP for sim-
plicity. However, multiple training runs can yield
additional surrogate models, which we then lever-
age collectively to launch attacks against the target
model, as illustrated in Fig. 1. The results summa-
rized in Tab. 5 demonstrate that this multi-VLPs
attack strategy further degrades the performance of
the compressed projector.

Notably, increasing the number of surrogate
VLPs does not significantly escalate the computa-
tional complexity of the attack. This is because
all surrogate VLPs share a common visual en-
coder, and each Q-former component is parameter-
efficient, containing approximately one-fourth the
parameters of the VE. Consequently, for N = 2
surrogates, the total parameter count increases to
roughly 1.2 times that of N = 1, while for N = 3,
it reaches approximately 1.4 times that of N = 1.



Attack N The target models (InstructBLIP) Av
method FlanT5yx ‘ Vicuna-7B ‘ FlanT5xx. ‘ Vicuna-13B &
baseline | 7243 | 7553 | 7186 | 6822 | 7151
| Lve | 4351 | 4494 | 4357 | 4202 | 4351
PGD | 1 40.06 41.79 40.32 3931 | 4037
2 39.45 40.57 39.15 38.64 | 3945
3 37.58 39.80 38.07 3732 | 38.19
| Lve | 41.02 43.58 4150 | 3995 | 4151
cw | 1 39.82 41.81 39.89 39.66 | 40.30
2 38.08 39.41 38.49 37.66 | 3841
3 37.13 38.99 37.49 3658 | 3755

Table 5: Results of attacks using multi-VLPs.

We start by setting 3 = 0 to specifically exam-
ine attacks designed to target VLP, enabling us to
analyze whether incorporating VLP improves at-
tack effectiveness. We then combine the Lyg and
Lyrp losses as Eq. (4). As shown in Tab. 6, Ltcp
achieves superior attack performance compared to
other approaches. Additionally, some adversarial
images are provided in Appendix A.

Attack The target models (InstructBLIP)

method | V| P ‘ FlanT5xy. | Vicuna-7B | FlanT5xxi. | Vicuna-13B Ave.
baseline | 7243 | 7553 | 7186 | 6822 |7151

[ Lve | 1] 4351 | 4494 | 4357 | 4202 4351

04| 3787 38.89 38.68 3785|3832

PGD 03| 3829 40.08 38.38 37.79 | 38.64
2 02| 3691 39.71 37.46 36.70 | 37.70

0.1| 3764 39.82 37.72 3838 | 3839

0 | 3945 40.57 39.15 38.64 | 3945

[Lve ] 1] 4102 4358 41.50 3995 | 4151

04| 3722 3791 36.80 36.29 | 37.06

cw 03| 3578 38.18 36.87 36.88 | 3693
2 02| 3685 38.64 36.32 36.82 | 37.16

0.1 | 3654 39.17 37.33 3732|3759

0 | 3808 39.41 38.49 37.66 | 3841

Table 6: Results of attacks combined the Lvg and Lyyp.

4.7 Results on Additional Datasets

Using InstructBLIP-based Vicuna-7B, we per-
formed a thorough security evaluation to analyze
potential vulnerabilities of compressed projectors
across diverse datasets extending beyond VQA v2
in Tab. 7. Our assessment revealed that in a gray-
box attack scenario, where only the target model’s
VE weights and VLP architecture are known, we
were able to significantly degrade model perfor-
mance, highlighting the inherent security risks as-
sociated with compressed projectors.

4.8 Ablation Study on Pre-Training Tasks

BLIP-2’s first-stage pre-training consists of three
tasks: Image-Text Matching (ITM), Image-Text
Contrastive Learning (ITC), and Image-Grounded
Text Generation (Image Captioning, IC). By de-
fault, we adopted the standard BLIP-2 training con-

Dataset ‘ Clean ‘ Adv.

ImageNet-1K accuracy | 81.0 | 14.9
VizWiz test-dev scores | 33.08 | 10.38
COCO CIDEr 140.6 | 11.1

Table 7: Attack InstructBLIP Vicuna-7B with surrogate
VLP trained using opt-6.7B on other datasets and tasks.

figuration, employing all three tasks concurrently.
However, our experimental results presented in
Tab. 8 reveal an important insight: training the sur-
rogate VLP exclusively with the IC task achieves
attack performance comparable to utilizing all three
tasks together. This not only reduces the overhead
associated with training the surrogate model but
also amplifies the security risks posed by the com-
pressed projector.

Attack The target models (InstructBLIP)

method | 'TC | T ‘ 1c ‘ FlanT5x., | Vicuna-7B | FlanTSxx., | Vicuna-13B Ave.
baseline | 7243 | 7553 71.86 6822 7151

v 4393 45.64 42.81 4275 | 4378

v 48.84 49.66 47.88 4631 | 48.17

V| 4104 41.80 40.81 39.16 | 40.70

PGD | v | v 40.46 4274 41.20 4070 | 41.28
v /| 3955 42.18 40.26 3990 | 4047

olv] o amn 42.49 40.57 3965 | 4101

| v | v | v | 4006 41.79 4032 39.31 4037

v 41.55 44.11 40.75 4132|4193

v 45.17 4721 45.49 4462 | 45.62

V| 4064 41.81 39.78 3863 | 40.22

W | v | v 39.52 42.58 39.88 3932|4033
v V| 3947 41.84 40.28 3874|4008

Vo v| o407 41.99 40.10 4023 | 40.62

| v | v || 3982 | 4181 | 398 | 3966 | 4030

Table 8: Attack performance of the surrogate VLP with
various pre-training task combinations. It suffices to
employ IC task alone to achieve strong attacks.

5 Conclusion

This study investigates the security vulnerabili-
ties of VLP structures within two representative
LVLM frameworks. Our analysis exposes severe
security susceptibilities in compressed projectors,
while highlighting the robust performance of un-
compressed alternatives. Through rigorous empiri-
cal evaluation, we demonstrate that this vulnerabil-
ity originates inherently from the architectural de-
sign of the compression encoder itself and remains
independent of the visual token quantity. These
findings sound a cautionary note regarding the se-
curity implications for LVLMs employing com-
pressed projectors, while encouraging researchers
to adopt a more comprehensive understanding of
VLP performance characteristics.



Limitations

We summarize the limitations of our study as fol-
lows: (1) The attack methodology has certain con-
straints. We implemented the attacks using only
basic PGD and CW methods on VQA and image
captioning tasks. Notably, we did not employ ad-
vanced techniques designed to enhance adversarial
transferability, such as DI (Xie et al., 2019) and
MI (Dong et al., 2018). Additionally, we limited
our attacks to these two tasks without extending
to other domains. Despite this, we successfully
exposed the security vulnerabilities of compressed
projectors, and incorporating DI and MI methods
could potentially amplify the robustness risks as-
sociated with these models. (2) Our study focuses
exclusively on analyzing the security vulnerabil-
ities of both compressed and uncompressed pro-
jectors. However, we do not investigate potential
defense mechanisms against the attacks. A discus-
sion of possible defensive strategies would provide
valuable insights into enhancing the robustness of
compressed projectors against such attacks.
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A Visualized Examples of Attacks

We present some visualized examples from VQA v2 2000 and InstructBLIP(Vicuna-7B) in Fig. 2 and
Fig. 3.
Some things to note are the following.

* The experimental setting involves Ltcp(5 = 0.2, N = 2) combined with a PGD attack.

» The adversarial images can target to various versions of InstructBLIP, and we only show results for
InstructBLIP(Vicuna-7B).

* For each row, the left image is the clean image, the center image is the adversarial image, and
the right image is the adversarial perturbation magnified by a factor of 16 (i.e., when perturbation
limitation € = 8, —e = —8 — 0 and € = 8 — 255). The adversarial image is obtained from a clean
image plus an adversarial perturbation.

These examples demonstrate that the attack successfully misdirects the LVLLM even under the gray-box
setting, highlighting security vulnerabilities in compression encoders.
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Instruction:

What kind of bear is in the
photo?

Answer (clean):
Polar.
Answer (adversarial):

Teddy.

Instruction:

Is the girl moving?
Answer (clean):

Yes.

Answer (adversarial):

No.

Instruction:

Is this a kitchen?
Answer (clean):

No.

Answer (adversarial):

Yes.

Instruction:

What is on the sign on the build-
ing?

Answer (clean):
Google.

Answer (adversarial):

Stop.

Figure 2: Some adversarial examples of attacks on InstructBLIP(Vicuna-7B).
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Instruction:

How many children?
Answer (clean):

2.

Answer (adversarial):

0.

Instruction:

Are they at the beach?
Answer (clean):

Yes.

Answer (adversarial):

No.

Instruction:

What sport is this?
Answer (clean):
Tennis.

Answer (adversarial):

Skateboarding.

Instruction:

What is the name on the front of
the truck

Answer (clean):
Dodge.

Answer (adversarial):

Force.

Figure 3: Some adversarial examples of attacks on InstructBLIP(Vicuna-7B).
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