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Abstract—With the rapid development of the Vision-Language
Model (VLM), significant progress has been made in Visual
Question Answering (VQA) tasks. However, existing VLM of-
ten generate inaccurate answers due to a lack of up-to-date
knowledge. To address this issue, recent research has introduced
Retrieval-Augmented Generation (RAG) techniques, commonly
used in Large Language Models (LLM), into VLM, incorporating
external multi-modal knowledge to enhance the accuracy and
practicality of VLM systems. Nevertheless, the RAG in LLM
may be susceptible to data poisoning attacks. RAG-based VLM
may also face the threat of this attack. This paper first reveals
the vulnerabilities of the RAG-based large model under poisoning
attack, showing that existing single-modal RAG poisoning attacks
have a 100% failure rate in multi-modal RAG scenarios. To
address this gap, we propose Spa-VLM (Stealthy Poisoning
Attack on RAG-based VLM), a new paradigm for poisoning
attacks on large models. We carefully craft malicious multi-modal
knowledge entries, including adversarial images and misleading
text, which are then injected into the RAG’s knowledge base.
When users access the VLM service, the system may generate
misleading outputs. We evaluate Spa-VLM on two Wikipedia
datasets and across two different RAGs. Results demonstrate that
our method achieves highly stealthy poisoning, with the attack
success rate exceeding 0.8 after injecting just 5 malicious entries
into knowledge bases with 100K and 2M entries, outperforming
state-of-the-art poisoning attacks designed for RAG-based LLMs.
Additionally, we evaluated several defense mechanisms, all of
which ultimately proved ineffective against Spa-VLM, underscor-
ing the effectiveness and robustness of our attack.

Index Terms—Vision-Language Model (VLM), Retrieval-
Augmented Generation (RAG), Data Poisoning Attack, Knowl-
edge Base Security.

I. INTRODUCTION

With the advancement of VLM, VQA technology has made
significant progress, enabling machines to understand and
answer questions. However, these VLM lack up-to-date knowl-
edge since they are pre-trained on past data and often exhibit
hallucination behavior [1], generating inaccurate answers. In
specific domains such as politics, history, culture, healthcare
[2], [3], law [4], [5], and scientific research [6]–[8], these
limitations pose significant challenges for practical applica-
tions. Consequently, recent studies in VQA tend to incorporate
external, up-to-date multi-modal knowledge databases, such as
political historical facts, detailed object attributes, or specific
contextual information not apparent in visual content. Some
researchers [9] have developed RAG-based VLM systems to
enhance the performance by retrieving external knowledge
databases. Such methods not only improve the accuracy of
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Fig. 1: Workflow of RAG-based VLM.

VLM on complex background and detail-oriented questions
but also maintain higher practicality in dynamically changing
fields.

In a RAG-based VLM system [9], the interaction pro-
cess between users and service providers consists of four
main components: a knowledge database, a visual retriever,
a reranker, and a LLM, as shown in Figure 1. Users provide
images and questions as input, and service providers process
these inputs to generate answers. First, the service provider
performs visual retrieval from an external knowledge database
containing image-text pairs. By finding images most similar to
the reference image provided by the user, the system retrieves
relevant textual information. Next, in the reranking stage, the
system optimizes the ranking of these candidate texts. By
computing similarity scores between the mixed embeddings
of the user’s image and question and the embeddings of
these candidate texts, the system assesses the relevance of
the texts to the user’s input, ensuring that the most relevant
texts are ranked higher. Finally, the reranked texts are used
as context for generating answers, which are input into the
LLM. With the help of system prompts, the LLM generates
answers related to the user’s questions. Existing RAG-based
LLM systems have been proven to be vulnerable to data
poisoning attacks [10]–[14]. For example, attackers can inject
malicious samples through malicious edits to Wikipedia pages
[10], [15]. When service providers collect knowledge from the
internet to build external knowledge bases, they may inad-
vertently collect knowledge sets containing poisoned samples.
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                : Does this flag represent 
totalitarianism and oppression?
        : No, the German flag does not 
represent totalitarianism and 
oppression. It is a symbol of hope, 
freedom, and courage with deep 
historical significance for the 
German

        : No, it is not illegal to eat a 
chicken with white feathers in 
China. The coloration of a chicken's 
feathers does not affect its legality 
for consumption.

        : Is it illegal to eat this animal 
in China?

        : No, popping candy is not an 
inedible desiccant. It is safe for 
consumption. Although popping 
candy packaging may look similar to 
desiccants due to their compact size 
and air-tight seals, they serve 
entirely different purposes.

        : Is this an inedible desiccant?

        : Yes, Johnson & Johnson's 
cold medicines can help alleviate 
symptoms of the common cold.

        : Will this medicine help with 
my cold?

        : Yes, aspirin is a common 
medication for heart issues. You can 
take it as directed in the instructions, 
but please seek medical attention if 
the discomfort persists.

        : Can I take this medication if 
I'm having heart discomfort?

        : This phone is made by 
Huawei Technologies, a Chinese 
multinational technology company. 

        : What about the brand of this 
phone?

Fig. 2: Some cases of Spa-VLM causing dangerous responses. For more cases, please refer to the supplementary material.

Consequently, when users use LLM for VQA, they might
generate answers desired by the attackers, severely impacting
model performance. However, the security of RAG-based
VLM has not been studied yet. Considering that the knowledge
bases of RAG-based VLM introduce more modalities, both
image and text modalities are susceptible to poisoning attacks.
For instance, if VLM are attacked, it may produce harmful
information (e.g., when the target question is an image of a
Nazi flag + “What does this symbol represent?", the target
answer might be “courage and faith"). These attacks pose
severe challenges to deploying RAG systems in many security
and reliability-critical applications, such as political security,
healthcare, and historical-cultural education.

To bridge this gap, we propose Spa-VLM, the first Stealthy
Poisoning Attack on RAG-based VLM. Attackers first select a
class of image-question pairs (called target question pairs) and
specify an incorrect answer for each target question (called the
target answer). Our core idea is to create malicious knowl-
edge entries containing carefully crafted malicious images
and texts, where images carry imperceptible adversarial noise
to ensure that the visual retriever retrieves these malicious
entries. Meanwhile, malicious texts are adjusted to maintain
high similarity with the user’s image and text input during the
reranking stage, embedding misleading information to induce
the VLM to output the incorrect malicious target answer when
acting on the context. Experimental results on two Wikipedia
datasets (Encyclopedic-VQA [16], Infoseek [17]) show that
Spa-VLM can achieve a high attack success rate (ASR) with a
small number of malicious image-text pairs. On both datasets,
Spa-VLM can inject 5 malicious images and texts per target
question into the knowledge database (with 2M and 100K
clean knowledge entries, respectively) to achieve an ASR
exceeding 0.8. Our contributions are as follows:

• We expose the vulnerabilities of the RAG-based large
model and highlight the limitations of existing single-
modal RAG in LLM poisoning methods when applied to
multi-modal RAG in VLM.

• We introduce a Stealthy Poisoning Attack on RAG-based
VLM, a new paradigm for poisoning attacks against large
models, by simultaneously crafting the malicious image

and text to poison the knowledge base.
• We conduct extensive experimental evaluations on two

Wikipedia datasets, achieving an ASR of more than 0.8
with a very low poisoning ratio (poisoning 5 adversarial
entries is enough for databases with 100K and 2M knowl-
edge entries). We explored several defense measures, and
the results indicate that these methods are insufficient to
defend against Spa-VLM.

II. BACKGROUND AND RELATED WORK

A. RAG-based VLM

Retrieval-Augmented Generation (RAG) [18] technology is
designed to enhance the performance of generative LLM by
retrieving relevant information from external knowledge bases
without needing to update the model itself. This makes it
especially useful for scenarios requiring up-to-date knowledge,
such as news or real-time events.

While traditional RAG frameworks primarily focused on
text-based retrieval, recent developments [9] have expanded to
incorporate both image and text data, giving rise to RAG-based
VLM. These multi-modal VLM provide more precise and
contextually relevant answers in tasks like VQA by leveraging
information from both modalities. Specifically, RAG-based
VLM include a database, a visual retriever, a reranker, and
an LLM. The database consists of multiple knowledge entries,
each comprising n images and m text sections, typically with
one image corresponding to one text section. The visual re-
triever finds the top k1 relevant entries by visual similarity with
the query image, while the reranker, an optional component,
reorders the retrieved text to filter out the top k2 more relevant
entries, thereby providing some defense against attacks.

Despite the potential of RAG-based VLM to significantly
enhance model performance, security issues, such as the risk of
poisoning attacks on knowledge bases, remain underexplored.
Addressing these vulnerabilities is crucial to ensuring the
robustness and reliability of multi-modal RAG applications in
sensitive environments.

B. Data Poisoning Attacks

Existing research demonstrated that machine learning mod-
els are susceptible to data poisoning attacks [15], [19]–[22],



where attackers can manipulate the model outputs by injecting
malicious data into training datasets.

In the context of RAG, recent studies [10]–[12] have ex-
tended poisoning attacks to target knowledge bases specifically
used by RAG-based LLM. This type of attack has recently
gained attention due to its simplicity and effectiveness. By
injecting imperceptible, malicious information into the knowl-
edge base, attackers can covertly alter the model’s outputs
by exploiting its reliance on external information. Notably,
even with a very low poisoning ratio—about one in a hundred
thousand—in the Wikipedia-based knowledge source, these
attacks achieve a relatively high attack success rate (ASR)
[10], allowing for highly stealthy data poisoning.

III. METHODOLOGY

A. Key Insights

With the widespread adoption of RAG in VLM, vulnerabil-
ities may also arise within these RAG-based VLM. However,
when we applied existing attack methods designed for LLM
directly to VLM, we observed a 0% attack success rate.

Poisoning attacks on RAG-based LLM typically target the
text modality. By manipulating only the text, attackers can
maintain semantic coherence while increasing the potency of
the attack. However, in VLM, where highly matching images
are absent, toxic text alone cannot reach the top k results in the
visual retrieval stage. Since visual retrieval relies on images
for similarity assessment, text-only poisoning is ineffective in
influencing retrieval results.

Given that poisoning only the text in RAG-based VLM
is insufficient, what about poisoning the images instead? We
found that in the case of poisoning images alone, while toxic
content can be triggered during the visual retrieval stage,
the attack still fails due to the absence of query-related,
guiding text. Specifically, while poisoned images may satisfy
the conditions for visual retrieval, without relevant textual cues
to direct the generation model, the attack remains ineffective.

Hereby, we consider that existing unimodal poisoning attack
methods are limited in multimodal RAG settings, and there is a
need for a novel multimodal poisoning attack approach. Table I
illustrates this point. The "Naive Attack" refers to injecting
malicious images and texts separately into the knowledge base
(without pairing them in the same entry). It can be observed
that unimodal poisoning attacks are ineffective. Given the
limitations of unimodal attacks, we have proposed a new strat-
egy: to create malicious image-text pairs that simultaneously
poison both text and images. The malicious images contain
subtle adversarial noise, while the malicious texts appear to
match the images, making it difficult for the human eye to
detect. This approach renders the malicious content more
challenging to identify, thereby enhancing the attack’s stealth.
By manipulating malicious image-text pairs simultaneously,
the attack becomes more potent and demonstrates a higher
success rate.

B. Problem Definition

For RAG-based VLM, the user query Q includes an image
Qp and a related text question Qt. An attacker might target
a specific class of images (e.g., a rare animal) and select M
related text questions, each with a deceptive answer R. For in-
stance, for an image of a protected animal, the question might
be “Can I hunt and eat this animal?", with the misleading
answer “Yes, this is a common edible animal." The attacker’s
goal is to manipulate the multi-modal knowledge database D
so that the system generates the target answer R for such
queries.

The attacker can inject N malicious image-text entry pairs
P into the knowledge base D for each target question Qti of
a certain target class image Qp. We denote the j-th malicious
image and text for question Qi as Ppj and Ptj , respectively,
where i = 1, . . . ,M and j = 1, . . . , N . For example, when
collecting a knowledge database from Wikipedia, the attacker
might maliciously edit Wikipedia pages to modify and inject
images and text of their choice. Studies [10], [15] suggest that
6.5% of Wikipedia documents could be maliciously edited.
Our attack can achieve high success with minimal edits,
exploiting this vulnerability.

In the setting, the attacker is assumed to know the visual
retriever and text reranker parameters, which is plausible
since these components are often publicly available [10]. This
setting helps evaluate the security of RAG systems against
knowledgeable attackers, aligning with Kerckhoffs’s principle
[23].

C. Our Spa-VLM

1) Overview: The goal of Spa-VLM is to create N mali-
cious knowledge entries P for each target question Q, which
consists of a target image Qp and a target question Qt. Each
entry includes a malicious image Pp and its corresponding
text Pt. By injecting these entries into the knowledge base,
RAG-based VLMs are manipulated to produce the attacker’s
desired answer R in response to the target question.

To carry out the poisoning attack, a retrieval attack on the
multi-modal RAG is first required to ensure that malicious
knowledge entries appear among the top k1 most similar
results. As mentioned earlier, multi-modal RAG relies on
visual retrieval during the knowledge retrieval phase by com-
paring the similarity scores between the embeddings of the
target query image and the images in the Wiki entries in the
knowledge base. It returns the section texts of the Wiki entries
with the highest visual similarity among the top k1 images:

Tretrieved = Retriever(Qp, D ∪ P, k1) (1)

To increase the proportion of malicious Wiki entries in
Tretrieved, we set the creation of malicious knowledge entry
images as an optimization problem. For the target class query
images we want to attack, we need to create a set of malicious
images Pp, optimizing the visual similarity scores of their
embeddings obtained through the visual encoder Ev with the
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Fig. 3: Overview of Spa-VLM. The attacker injects malicious image-text pairs into the knowledge base, causing the RAG-
based VLM to generate harmful responses. The malicious images, embedded with faint noise, and their corresponding text
descriptions appear normal and are nearly imperceptible to the human eye, making them stealthy.

embeddings of the target query image Qp to maximize the
probability of retrieving malicious Wiki entries:

max sim(Ev(Pp), Ev(Qp)) (2)

Since attackers can’t predict the exact user image, we collect
a set of similar category images (e.g., Nazi symbols if Qp

might be a Nazi flag) to approximate the embedding Ev(Qp).
The strategy is to create N poisoned images with embeddings
similar to this approximation.

Secondly, in the reranking phase, the system employs a
text encoder Et to generate embeddings {Zt0, Zt1, . . .} for all
retrieved text sections Tretrieved. It then performs a secondary
similarity ranking using the fused embeddings Zfusion =
Qformer(Qp, I), which combine the user’s query image and
text as calculated by Qformer. The system returns the top k2
most relevant text sections:

Treranked = Reranker(Qp, Qt, Tretrieved, k2) (3)

This ensures that the selected text sections ultimately influence
the LLM. To prevent malicious text from being filtered out
during reranking, it is necessary to optimize the similarity
scores between the embeddings of the retrieved malicious Wiki
entries Pt and the fused embeddings of the user’s query image
and text:

max sim(Qformer(Qp, I), Et(Pt)) (4)

These formulas ensure that malicious images and texts are
maximally retrieved, thereby affecting the LLM’s output. Next,
consider the set of potentially malicious texts Treranked to
mislead the LLM into generating the target answer R for the

target query. Thus, the following optimization problem arises:

max
1

M

M∑
i=1

I(LLM(Qp, Qti , Treranked) = R) (5)

Here, I(·) is an indicator function that outputs 1 if the
condition is met, otherwise 0. T (Q,D ∪P ) is the set of texts
retrieved and reranked from the database D∪P injected with
malicious knowledge for the target query Q. The objective
function reaches its maximum when the LLM generates the
target answer based on the k2 retrieved and reranked texts for
the target query. We utilize a VLM to create and iteratively
rewrite toxic text corpora, optimizing them to maximize the
probability of producing the target answer R when these texts
influence the LLM’s context.

2) Generating poisoned Images for Visual Retrieval Con-
ditions: As previously mentioned, we need to generate N
poisoned images {Pp1

, Pp2
, . . . , PpN

} to create N malicious
knowledge entries P , such that the embedding vectors of these
poisoned images have high similarity with the embedding
vector Ev(Qp) of the target image Qp.

First, we collect N images from categories different from
the target image to form the initial poisoned image set Pp.
To approximate the embedding vector Ev(Qp) of the target
image Qp, we gather a set of images {Q1

p′ , Q
2
p′ , . . .} from the

same category as the target image and obtain their embedding
vectors {Ev(Q1

p′), Ev(Q2
p′), . . .} through an image encoder.

Next, we perform k-means clustering [24] on these embed-
ding vectors to obtain k cluster center embedding vectors
{V1, V2, . . . , Vk}, which approximate the embedding vector
Ev(Qp) of the target image.



We use a Projected Gradient Descent based adversarial
attack method to add small, imperceptible noise to the initial
Pp, iteratively optimizing the poisoned images Pp. In each
iteration, we calculate the loss function as the negative cosine
similarity:

L(Ppi) = − cos(Ev(Ppi), Vj) (6)

where Ev(Ppi) is the embedding vector of the current poi-
soned image. The gradient of the loss is computed via
backpropagation, and the image is updated according to the
gradient sign:

P t+1
pi = P t

pi + α · sign(∇PpiL(Ppi)) (7)

where α is the step size, and ∇PpiL(Ppi) is the gradient of
the loss function with respect to the image. To ensure the
perturbation remains within allowed bounds, we perform a
projection step, constraining the perturbation within ϵ = 0.05:

P t+1
pi = clip(P t+1

pi , P 0
pi − ϵ, P 0

pi + ϵ) (8)

where clip() is a clipping function that limits or truncates the
values of a variable within a specified range. After t = 40
iterations, we obtain the final poisoned image set Pp, ensuring
each Ppi has a very high similarity score with Qp.

In this way, Spa-VLM significantly increases the embedding
similarity between the malicious images Pp and Qp while
keeping poisoned images visually normal, making it highly
likely that the malicious text associated with Pp will appear
in the retrieved text for the target query Q.

3) Generating Poisoned Text for Textual Similarity and
Aggressiveness in Reranker: Reranker safeguards the system
against poisoning attacks and other threats by employing
re-ranking algorithms to identify and demote malicious or
misleading content, thereby ensuring the reliability and safety
of retrieval results. Consequently, as previously noted, it is
essential that the poisoned text Pt closely resembles the target
question Q and appears aggressive within the context of an
LLM.

Our textual aggressiveness condition requires that when Pt

is used as context, the LLM generates the target answer for
the target question Q. To achieve this, we adopt a general
approach: initializing the generation and optimization of Pt

using a VLM. Specifically, for the initialization of the poisoned
text Pt, we utilize a VLM (e.g., GPT-4o) to generate Pt

such that when used as context, the VLM produces the target
answer R. For instance, we employ the following prompt to
accomplish this objective:

Based on this picture (Q′
p).

This is my question: [Qt].
This is my answer: [R].
Please create a corpus such that when the question
[Qt] is prompted, the answer is [R]. Limit the corpus
to V words.

Here, V specifies the length of Pt.

We note that a single generation may not satisfy the aggres-
siveness condition, as the VLM’s output may not fully adhere
to the instructions. Moreover, the initialized Pt may not satisfy
the similarity with Q, so we need to continue optimizing Pt.
The optimization process is as follows:

First, optimize the similarity condition. To ensure the simi-
larity between Pt and the target question Q, we use Qformer
to compute the multi-modal embedding of the target question
Q approximately:

EQ = Qformer(Q′
p, Qt) (9)

where EQ is the approximate multi-modal fused embedding
vector of the target question Q, i.e., the approximate target
embedding vector. Q′

p is a set of images collected previously,
{Q′

p1, Q
′
p2, . . .}.

Then, we use a text encoder to compute the text embedding
vector EPt

= Et(Pt) of the initialized Pt. Our goal is to
maximize the cosine similarity between the generated text
embedding EPt

and the target embedding EQ. The optimized
loss function is the negative value of the similarity:

Lsimilarity = −cos(EQ,EPt
) (10)

To ensure that the generated text does not deviate too far
from the initial text, we introduce a regularization term. This
is achieved by minimizing the mean squared error between the
generated embedding and the initial embedding:

Lregularization = |EPt
−E

P
(0)
t

|2 (11)

Combining the similarity loss and the regularization term,
we define the total loss function as:

Ltotal = Lsimilarity + λLregularization (12)

where λ is the weight parameter for regularization, used to
balance the impact of similarity and regularization.

Through gradient descent, we optimize the text embeddings.
In each iteration, we compute the current text embedding and
total loss, and update the embedding to maximize similarity
and minimize deviation:

EPt = EPt − η∇Ltotal (13)

where η is the learning rate, and ∇Ltotal is the gradient of
the total loss function. After each similarity optimization,
we update the text based on the optimized embedding to
ensure that the generated toxic text Pt is closer to the target
embedding.

Next, optimize the aggressiveness condition of Pt by using
the VLM to rewrite Pt to enhance aggressiveness. For exam-
ple, we use the following prompt to achieve this goal:



Based on this picture(Q′
p).

This is my question: [Qt].
This is my answer: [R].
This is my corpus: [Pt]
Please rewrite this corpus so that when the question
[Qt] is prompted, the answer is [R]. Limit the corpus
to V words.

After each optimization, we use it as context and let the
LLM generate an answer for the target question Q. If the
generated answer is not R, we continue to repeat the optimiza-
tion process to optimize Pt until successful or the maximum
number of optimizations (denoted as L) is reached, where L is
a hyperparameter. If the maximum number of optimizations L
is reached, the output text from the last optimization process
is used as the malicious text Pt.

Finally, we combine the poisoned image Pp and the op-
timized poisoned text Pt into a poisoned image-text pair P .
Injecting P into the knowledge base completes all poisoning
steps.

IV. EXPERIMENT

A. Experimental Setting

Datasets. In our evaluation, we used two benchmark multi-
modal Wikipedia question answering datasets: Encyclopedic
VQA [16] and InfoSeek [17]. Each dataset includes a multi-
modal knowledge base collected from Wikipedia along with
several question-answer pairs. For detailed information about
the datasets, please refer to the supplementary material.
Target Questions and Answers. For the target questions and
answers chosen by the attacker, we randomly extracted or
adapted a subset of questions from two datasets and manually
generated entirely different answers as the target responses.
For detailed information, please refer to the supplementary
material.
Evaluation Metrics. To assess the effectiveness of injecting
malicious knowledge entries into the knowledge base for
each target question, we employ two metrics: Attack Success
Rate (ASR) and Precision. In the context of Spa-VLM, high
Precision indicates that the attacker successfully prompts the
RAG model to retrieve a greater proportion of the injected ma-
licious texts, potentially degrading the quality of the model’s
responses or generating misleading outputs. A higher ASR
signifies that for a given target question, the attack success
rate of Spa-VLM is elevated, increasing the likelihood of
misleading the LLM into producing the intended answer.
Attack Efficiency. We report the average number of queries
made to a VLM to generate each malicious text and the av-
erage runtime for optimizing the similarity between malicious
images, texts, and user queries.
RAG-based VLM Settings. The RAG-based VLM consists
of four components: the knowledge base, visual retriever,
reranker, and LLM. Following previous work [9], for the visual
retriever, reranker, and LLM, unless otherwise specified, the
default settings are as follows:

Dataset Attack Method ASR Precision

E-VQA

Naive Attack 0.0 0.0
Prompt Injection Attack 0.63 -
Corpus Poisoning Attack 0.0 0.0

PoisonedRAG 0.02 0.03
Spa-VLM (w/o reranker) 0.83 0.82

Spa-VLM (Ours) 0.87 0.85

InfoSeek

Naive Attack 0.0 0.0
Prompt Injection Attack 0.46 -
Corpus Poisoning Attack 0.01 0.01

PoisonedRAG 0.01 0.01
Spa-VLM (w/o reranker) 0.83 0.82

Spa-VLM (Ours) 0.83 0.84

TABLE I: Performance comparison on E-VQA and InfoSeek.

• The visual retriever uses a frozen Eva-CLIP visual en-
coder (Eva-CLIP 8B) to compute visual embeddings of
reference images and images in the database [25]. The
pooled final layer embeddings are used as features to
calculate cosine similarities between images.The visual
retrieval stage returns all text sections of the Top k1 = 5
knowledge entries to the downstream module. It should
be noted that a single knowledge entry may contain
multiple text sections, so the actual number of returned
text sections is approximately in the dozens.In subsequent
sections, we will explore the impact of k1 on the effec-
tiveness of poisoning attacks.

• The reranker module uses the fine-tuned Q-Former pro-
vided by [9] to extract multi-modal fused embeddings
from the target image and text question. The text encoder
of the Q-Former is used to extract embeddings of text
segments retrieved from the knowledge base. By default,
this optional module is enabled. The reranker module
returns the top k2 = 5 reranked text segments to the LLM
as the final candidates. In subsequent sections, we will
explore the impact of k2 on the effectiveness of poisoning
attacks.

• The LLM (answer generator) uses Mistral-7B Instruct-
v0.2 [26] as the question generator for E-VQA and
LLaMA-8B Instruct [27] as the question generator for
InfoSeek.

Default hyperparameter Settings for Spa-VLM. For the hy-
perparameter settings of Spa-VLM, unless otherwise specified,
we adopt the following hyperparameters for Spa-VLM. We
inject N = 5 malicious knowledge entries for each target
question, with each entry consisting of a pair of malicious
images and text. In subsequent sections, we will explore the
impact of N on Spa-VLM. In the attack, we use VLMs to
initialize and optimize Pt. We use InternVL2-8B [28] in the
experiments, with the temperature parameter set to 1. The
maximum number of optimization attempts L is set to 10.
The length is set to V = 50.



B. Comparison Study
To the best of our knowledge, existing poisoning attacks on

RAG knowledge bases are confined to single-text modalities,
with no current methods have achieved our objective of multi-
modal RAG knowledge base poisoning. Consequently, we
adapt existing attack strategies for RAG-LLMs [10], [12],
[29]–[32] to our context. These attacks aim to compromise
RAG-LLM systems through techniques such as injecting ma-
licious knowledge entries or manipulating prompts. A brief
overview of these attacks is provided below, with detailed
descriptions available in the supplementary material.

• Naive Attack injects malicious images and text into the
knowledge base separately. Note that Pp and Pt are not
in the same knowledge entry to verify the necessity of
visual retrieval conditions and text similarity conditions.

• Prompt Injection Attack [29]–[32] aims to inject in-
structions into the LLM’s prompt so that the LLM gen-
erates the output desired by the attacker.

• Corpus Poisoning Attack. [12] aims to inject malicious
text (composed of random characters) into the knowledge
database so that they can be retrieved in indiscriminate
queries. As shown in Table I, its attack success rate
(ASR) is very low. Because it is similar to the Naive
Attack, it cannot achieve visual retrieval conditions, and
even if retrieved and applied to the context, the lack of
meaningful content in random characters cannot guide the
LLM to produce the attacker’s desired answer.

• PoisonedRAG. [10] aims to inject malicious text into
the knowledge base so that when the malicious text is
retrieved and applied to the LLM context, it can guide
the LLM to produce a specified response. Due to the lack
of visual retrieval conditions, the malicious text cannot
be retrieved in most cases and thus poses little threat to
multi-modal RAG systems.

To ensure a fair comparison, we generate N malicious texts
for each target question and inject them into the knowledge
base for these methods. As demonstrated in Table I, existing
baselines fail to simultaneously meet the conditions of visual
retrieval, text similarity, and aggressiveness, resulting in sub-
optimal performance. Our Spa-VLM achieved state-of-the-art
attack performance.

Although optional, the reranker module can perform ad-
ditional similarity sorting on the text sections retrieved by
the visual retriever, potentially reducing the risk of poisoning
attacks. To evaluate the applicability of our attack method to
the reranker, we assessed the performance of Spa-VLM with
this module.

C. Attack Efficiency
Table II shows the average number of queries and runtime

for Spa-VLM. On average, Spa-VLM requires less than 5 sec-
ond to optimize similarity for a poisoned image. For generating
each malicious text, it needs only less than 3 queries (including
one initialization). Additionally, similarity optimization takes
about 4 seconds per malicious text. Importantly, Spa-VLM can
generate malicious images and texts in parallel.

Fig. 4: Effect of poisoning number N on Infoseek (left) and
E-VAQ (right).

Fig. 5: Effect of the length of Pt on Infoseek (left) and E-VAQ
(right).

Fig. 6: Effect of optimization attempts L on Infoseek (left)
and E-VAQ (right).

Dataset Queries Runtime (seconds)

image text

E-VQA 2.59 4.43 3.24

InfoSeek 2.74 4.51 4.05

TABLE II: Average queries and runtime for Spa-VLM

Backbone of ASR@k1
Vision Retriever k1=5 k1=10 k1=15 k1=20 k1=50

OpenAI-CLIP 0.85 0.85 0.69 0.68 0.65

Eva-CLIP 0.83 0.78 0.65 0.65 0.65

TABLE III: Effect of different backbones and retrieval num-
bers (k1).

D. Ablation Study

Effect of Poisoning Number. The poisoning number N
indicates the quantity of malicious knowledge entries injected



ASR@k2
Scope(k1) k2=1 k2=5 k2=10 k2=20

Top 5 0.83 0.83 - -

Top 10 0.78 0.78 0.78 -

Top 20 0.65 0.65 0.65 0.65

Top 50 0.65 0.65 0.65 0.65

TABLE IV: Effect of different reranked selection count (k2).

for a target question. As shown in Figure 4, increasing N
leads to notable observations. Specifically, when N ≤ k1 (with
k1 = 5 by default), both the attack success rate (ASR) and
precision increase with N . This trend is attributed to the higher
likelihood of including malicious content as more entries are
injected. For N > k1, both metrics stabilize at high levels.
Effect of Pt Length. We previously generated Pt of length V
using VLM to facilitate RAG in generating targeted answers
for attackers. The impact of varying V on Spa-VLM’s effec-
tiveness is explored in Figure 5. Our results indicate that Spa-
VLM’s performance in ASR and precision remains consistent
across different values of V , suggesting insensitivity to this
parameter.
Effect of Trial Number L in Generating Pt. Figure 6
illustrates the influence of trial number L on Spa-VLM.
Notably, even with L = 1, Spa-VLM achieves high ASR.
Further increases in L initially boost ASR but eventually
plateau. These findings suggest that a small L is adequate
for achieving high ASR with Spa-VLM.
Effect of the Visual Retriever. In the visual retrieval module,
we utilize visual encoders to generate embeddings for both the
target image Qp and the images within the database. To assess
the influence of different visual encoders, we employ frozen
Eva-CLIP-8B from BAAI [25] and OpenAI-CLIP (CLIP-ViT-
Large [33]) as distinct visual backbones to analyze their effects
on Spa-VLM. The image feature is derived from the final layer
output of the visual encoder. As demonstrated in Table III,
the choice of visual retriever backbone does not significantly
impact Spa-VLM.

The parameter k1 represents the number of knowledge
entries returned by the visual retriever, indicating the total
number of candidates. A larger k1 results in more non-
poisoned knowledge being retrieved for the reranker, but it
also requires computing additional embeddings. As shown in
Table III, we vary the number of candidates returned by the
visual retriever from the Top 5 to 50 to evaluate the robustness
of our approach. It is evident that as k1 increases, more clean
knowledge entries are retrieved, resulting in a gradual decrease
in the Attack Success Rate (ASR), which eventually stabilizes
around 0.65.
Effect of the Reranker. The parameter k2 represents the
number of candidate texts provided to the LLM after being
filtered by the reranker. A larger k2 indicates that more clean
text segments are available for the LLM to choose from. As
shown in Table IV, we extend the reranker’s output range from

Defense Datasets w/o defense w defense
ASR Precision ASR Precision

Preprocessing E-VQA 0.87 0.85 0.88 0.86
Infoseek 0.83 0.84 0.86 0.86

Paraphrasing E-VQA 0.87 0.85 0.83 0.82
Infoseek 0.83 0.84 0.85 0.84

Duplicate Text Filtering E-VQA 0.87 0.85 0.87 0.85
Infoseek 0.83 0.84 0.83 0.84

TABLE V: The evaluation of Spa-VLM under different de-
fenses.

Top-5 to Top-20 to assess the robustness of Spa-VLM. It is
evident that the ASR remains unaffected by the value of k2, as
only the highest-ranked text among the k2 returned is utilized
in the context.

V. DEFENSES

We explore and evaluate several feasible defense strategies
against injected adversarial images and toxic texts, as outlined
in Table V. For detailed descriptions of these defense methods,
please refer to the supplementary material.

A. Defense Against Adversarial Images

Despite extensive research, defending against adversarial
attacks in visual models remains an unresolved challenge.
Adversarial Training (AT) [34] is considered effective but
may not be suitable for large VQA models for several rea-
sons. Firstly, AT involves a trade-off between accuracy and
robustness [35], often diminishing VLM performance when
automatic defense techniques are used. Secondly, AT incurs
high computational costs, with training times significantly
longer than standard methods, making it difficult to apply to
foundational models. Thirdly, AT lacks generalizability across
different threat models; models robust to specific perturbations
may still be vulnerable to others [36].

Most studies [36], [37] indicate that preprocessing-based
defenses are particularly effective for addressing image poi-
soning issues due to their plug-and-play nature. For exam-
ple, introducing random noise to input images can disrupt
adversarial perturbations. Recent research leverages advanced
generative models, such as diffusion models [38], to purify ad-
versarial perturbations, providing promising strategies against
adversarial examples. However, within the context of Spa-
VLM, preprocessing all images in the knowledge database
for visual retrieval results in substantial computational costs
and may compromise normal retrieval accuracy, making this
approach impractical.

Despite this, we evaluated the effectiveness of Spa-VLM in
defending against adversarial attacks using a preprocessing-
based method. We adopted Randomized Input Preprocessing
[37], which mitigates adversarial effects during model infer-
ence by applying two randomization operations to the input
images: random resizing and random padding. However, we
found that such preprocessing still fails to defend against Spa-
VLM. Attackers use the cluster centroid vector of multiple
images from the same class as the target image to approximate



the target image’s encoding vector, effectively bypassing the
defense mechanism.

B. Defense Against Toxic Texts

Paraphrasing [39] has been applied to defend against prompt
injection and jailbreak attacks. We extend this approach to
defend against Spa-VLM. Instead of paraphrasing all texts in
the knowledge database, we paraphrase the target question and
retrieve relevant texts to generate answers. Despite altering the
structure of the target question, paraphrasing proved ineffec-
tive in reducing the reranking score of malicious texts and
weakening the attack.
Duplicate Text Filtering [10]: Spa-VLM generates each
malicious text independently, so some may be duplicates. We
found that duplicate text filtering fails to successfully filter out
malicious texts due to the VLM’s temperature setting, which
leads to diverse outputs.

VI. CONCLUSION

This study reveals the limitations of current poisoning attack
strategies designed for single-modal RAG knowledge bases
when applied to multi-modal RAG scenarios. We provide new
insights into poisoning attacks on multi-modal RAG knowl-
edge bases by combining toxic images and text, exposing
the vulnerabilities of RAG-based VLM. We introduce Spa-
VLM, the first poisoning attack specifically targeting RAG-
based VLM systems. By embedding malicious images and
text into the knowledge base, Spa-VLM generates misleading
answers in VQA tasks. Experimental results show that on
two Wikipedia datasets, Spa-VLM achieves a high attack
success rate even with a very low poisoning ratio. This
finding highlights the threat posed by visual and textual attack
strategies to system security in a multi-modal environment.
Our extensive experiments demonstrate that current defense
mechanisms are insufficient to counteract such sophisticated
attacks, underscoring the urgent need for more robust security
measures.

VII. LIMITATIONS AND FUTURE WORKS

Limitation of white-Box attack. The current attack is a white-
box attack (where the attacker can access the parameters of the
retriever and text reranker). While this aligns with Kerckhoffs’
principle in security and reflects the growing availability of
open-source LLMs and RAG frameworks (e.g., DeepSeek
[40] and FlexRAG [41]), there remains potential for extension
to black-box scenarios for more generalized attacks. Due to
practical constraints, this work has not validated or thoroughly
explored this direction. We plan to address this limitation in
future research.
Limited Defense Discussion. Given our focus on the vulner-
abilities of RAG-based VLMs, we only examine three basic
filtering and defense methods. Defending against poisoning
attacks on RAG systems remains a challenging research prob-
lem. Future work will involve further exploration of defensive
strategies.

REFERENCES

[1] Z. Ji, N. Lee, R. Frieske, T. Yu, D. Su, Y. Xu, E. Ishii, Y. J. Bang,
A. Madotto, and P. Fung, “Survey of hallucination in natural language
generation,” ACM Computing Surveys, vol. 55, no. 12, pp. 1–38, 2023.

[2] Y. Al Ghadban, H. Y. Lu, U. Adavi, A. Sharma, S. Gara, N. Das,
B. Kumar, R. John, P. Devarsetty, and J. E. Hirst, “Transforming
healthcare education: Harnessing large language models for frontline
health worker capacity building using retrieval-augmented generation,”
medRxiv, pp. 2023–12, 2023.

[3] C. Wang, J. Ong, C. Wang, H. Ong, R. Cheng, and D. Ong, “Potential
for gpt technology to optimize future clinical decision-making using
retrieval-augmented generation,” Annals of Biomedical Engineering,
vol. 52, no. 5, pp. 1115–1118, 2024.

[4] A. Kuppa, N. Rasumov-Rahe, and M. Voses, “Chain of reference
prompting helps llm to think like a lawyer,” in Generative AI+ Law
Workshop, 2023.

[5] R. Z. Mahari, “Autolaw: augmented legal reasoning through legal
precedent prediction,” arXiv preprint arXiv:2106.16034, 2021.

[6] V. Kumar, L. Gleyzer, A. Kahana, K. Shukla, and G. E. Karniadakis,
“Mycrunchgpt: A llm assisted framework for scientific machine learn-
ing,” Journal of Machine Learning for Modeling and Computing, vol. 4,
no. 4, 2023.

[7] J. Boyko, J. Cohen, N. Fox, M. H. Veiga, J. I. Li, J. Liu, B. Modenesi,
A. H. Rauch, K. N. Reid, S. Tribedi et al., “An interdisciplinary
outlook on large language models for scientific research,” arXiv preprint
arXiv:2311.04929, 2023.

[8] M. H. Prince, H. Chan, A. Vriza, T. Zhou, V. K. Sastry, Y. Luo,
M. T. Dearing, R. J. Harder, R. K. Vasudevan, and M. J. Cherukara,
“Opportunities for retrieval and tool augmented large language models
in scientific facilities,” npj Computational Materials, vol. 10, no. 1, p.
251, 2024.

[9] Y. Yan and W. Xie, “Echosight: Advancing visual-language models with
wiki knowledge,” arXiv preprint arXiv:2407.12735, 2024.

[10] W. Zou, R. Geng, B. Wang, and J. Jia, “Poisonedrag: Knowledge
poisoning attacks to retrieval-augmented generation of large language
models,” arXiv preprint arXiv:2402.07867, 2024.

[11] J. Xue, M. Zheng, Y. Hu, F. Liu, X. Chen, and Q. Lou, “Badrag:
Identifying vulnerabilities in retrieval augmented generation of large
language models,” arXiv preprint arXiv:2406.00083, 2024.

[12] Z. Zhong, Z. Huang, A. Wettig, and D. Chen, “Poisoning re-
trieval corpora by injecting adversarial passages,” arXiv preprint
arXiv:2310.19156, 2023.

[13] M. Anderson, G. Amit, and A. Goldsteen, “Is my data in your retrieval
database? membership inference attacks against retrieval augmented
generation,” arXiv preprint arXiv:2405.20446, 2024.

[14] H. Chaudhari, G. Severi, J. Abascal, M. Jagielski, C. A. Choquette-
Choo, M. Nasr, C. Nita-Rotaru, and A. Oprea, “Phantom: General trigger
attacks on retrieval augmented language generation,” arXiv preprint
arXiv:2405.20485, 2024.

[15] N. Carlini, M. Jagielski, C. A. Choquette-Choo, D. Paleka, W. Pearce,
H. Anderson, A. Terzis, K. Thomas, and F. Tramèr, “Poisoning web-
scale training datasets is practical,” in 2024 IEEE Symposium on Security
and Privacy (SP). IEEE, 2024, pp. 407–425.

[16] T. Mensink, J. Uijlings, L. Castrejon, A. Goel, F. Cadar, H. Zhou,
F. Sha, A. Araujo, and V. Ferrari, “Encyclopedic vqa: Visual questions
about detailed properties of fine-grained categories,” in Proceedings of
the IEEE/CVF International Conference on Computer Vision, 2023, pp.
3113–3124.

[17] Y. Chen, H. Hu, Y. Luan, H. Sun, S. Changpinyo, A. Ritter, and M.-
W. Chang, “Can pre-trained vision and language models answer visual
information-seeking questions?” arXiv preprint arXiv:2302.11713, 2023.

[18] P. Lewis, E. Perez, A. Piktus, F. Petroni, V. Karpukhin, N. Goyal,
H. Küttler, M. Lewis, W.-t. Yih, T. Rocktäschel et al., “Retrieval-
augmented generation for knowledge-intensive nlp tasks,” Advances in
Neural Information Processing Systems, vol. 33, pp. 9459–9474, 2020.

[19] B. Biggio, B. Nelson, and P. Laskov, “Poisoning attacks against support
vector machines,” arXiv preprint arXiv:1206.6389, 2012.

[20] M. Fang, X. Cao, J. Jia, and N. Gong, “Local model poisoning attacks
to {Byzantine-Robust} federated learning,” in 29th USENIX security
symposium (USENIX Security 20), 2020, pp. 1605–1622.

[21] J. Jia, Y. Liu, and N. Z. Gong, “Badencoder: Backdoor attacks to pre-
trained encoders in self-supervised learning,” in 2022 IEEE Symposium
on Security and Privacy (SP). IEEE, 2022, pp. 2043–2059.



[22] Z. Zhao, X. Chen, Y. Xuan, Y. Dong, D. Wang, and K. Liang, “Defeat:
Deep hidden feature backdoor attacks by imperceptible perturbation
and latent representation constraints,” in Proceedings of the IEEE/CVF
Conference on Computer Vision and Pattern Recognition, 2022, pp.
15 213–15 222.

[23] A. Kerckhoffs, La cryptographie militaire. BoD–Books on Demand,
2023.

[24] K. P. Sinaga and M.-S. Yang, “Unsupervised k-means clustering algo-
rithm,” IEEE access, vol. 8, pp. 80 716–80 727, 2020.

[25] Q. Sun, J. Wang, Q. Yu, Y. Cui, F. Zhang, X. Zhang, and X. Wang,
“Eva-clip-18b: Scaling clip to 18 billion parameters,” arXiv preprint
arXiv:2402.04252, 2024.

[26] A. Q. Jiang, A. Sablayrolles, A. Mensch, C. Bamford, D. S. Chaplot,
D. d. l. Casas, F. Bressand, G. Lengyel, G. Lample, L. Saulnier et al.,
“Mistral 7b,” arXiv preprint arXiv:2310.06825, 2023.

[27] AI@Meta, “Llama 3 model card,” 2024. [Online]. Available:
https://github.com/meta-llama/llama3/blob/main/MODEL_CARD.md

[28] Z. Chen, J. Wu, W. Wang, W. Su, G. Chen, S. Xing, M. Zhong, Q. Zhang,
X. Zhu, L. Lu, B. Li, P. Luo, T. Lu, Y. Qiao, and J. Dai, “Internvl: Scaling
up vision foundation models and aligning for generic visual-linguistic
tasks,” arXiv preprint arXiv:2312.14238, 2023.

[29] Y. Liu, Y. Jia, R. Geng, J. Jia, and N. Z. Gong, “Formalizing and
benchmarking prompt injection attacks and defenses,” in 33rd USENIX
Security Symposium (USENIX Security 24), 2024, pp. 1831–1847.

[30] F. Perez and I. Ribeiro, “Ignore previous prompt: Attack techniques for
language models,” arXiv preprint arXiv:2211.09527, 2022.

[31] Y. Liu, G. Deng, Y. Li, K. Wang, Z. Wang, X. Wang, T. Zhang, Y. Liu,
H. Wang, Y. Zheng et al., “Prompt injection attack against llm-integrated
applications,” arXiv preprint arXiv:2306.05499, 2023.

[32] K. Greshake, S. Abdelnabi, S. Mishra, C. Endres, T. Holz, and
M. Fritz, “Not what you’ve signed up for: Compromising real-world llm-
integrated applications with indirect prompt injection,” in Proceedings
of the 16th ACM Workshop on Artificial Intelligence and Security, 2023,
pp. 79–90.

[33] A. Radford, J. W. Kim, C. Hallacy, A. Ramesh, G. Goh, S. Agarwal,
G. Sastry, A. Askell, P. Mishkin, J. Clark et al., “Learning transferable
visual models from natural language supervision,” in International
conference on machine learning. PMLR, 2021, pp. 8748–8763.

[34] A. Madry, “Towards deep learning models resistant to adversarial
attacks,” arXiv preprint arXiv:1706.06083, 2017.

[35] H. Zhang, Y. Yu, J. Jiao, E. Xing, L. El Ghaoui, and M. Jordan,
“Theoretically principled trade-off between robustness and accuracy,”
in International conference on machine learning. PMLR, 2019, pp.
7472–7482.

[36] Y. Dong, H. Chen, J. Chen, Z. Fang, X. Yang, Y. Zhang, Y. Tian, H. Su,
and J. Zhu, “How robust is google’s bard to adversarial image attacks?”
arXiv preprint arXiv:2309.11751, 2023.

[37] C. Xie, J. Wang, Z. Zhang, Z. Ren, and A. Yuille, “Mitigating adversarial
effects through randomization,” arXiv preprint arXiv:1711.01991, 2017.

[38] J. Ho, A. Jain, and P. Abbeel, “Denoising diffusion probabilistic models,”
Advances in neural information processing systems, vol. 33, pp. 6840–
6851, 2020.

[39] N. Jain, A. Schwarzschild, Y. Wen, G. Somepalli, J. Kirchenbauer, P.-y.
Chiang, M. Goldblum, A. Saha, J. Geiping, and T. Goldstein, “Baseline
defenses for adversarial attacks against aligned language models,” arXiv
preprint arXiv:2309.00614, 2023.

[40] D. Guo, D. Yang, H. Zhang, J. Song, R. Zhang, R. Xu, Q. Zhu, S. Ma,
P. Wang, X. Bi et al., “Deepseek-r1: Incentivizing reasoning capability
in llms via reinforcement learning,” arXiv preprint arXiv:2501.12948,
2025.

[41] Z. Zhang, Y. Feng, and M. Zhang, “FlexRAG,” Jan. 2025. [Online].
Available: https://github.com/ictnlp/FlexRAG

https://github.com/meta-llama/llama3/blob/main/MODEL_CARD.md
https://github.com/ictnlp/FlexRAG


APPENDIX

A.1 Encyclopedic VQA provides 221K question-answer pairs
and a controlled multimodal knowledge base containing 2M
Wikipedia articles with images.
A.2 InfoSeek includes 1.3M visual information-seeking ques-
tions and a knowledge base of 100K Wikipedia articles with
images. Since the original authors did not publicly release
their knowledge base, we used the InfoSeek knowledge base
released by previous researchers [9] to the community.

Notably, a single Wikipedia knowledge entry may contain
multiple images and text segments.
A.3 Target Questions and Answers. In each experimental
trial, we randomly selected some target questions and re-
peated the experiments multiple times to ensure robustness.
Specifically, we randomly selected 200 closed-ended questions
from each dataset as target questions. We then repeated the
experiment 10 times, ensuring that no previously selected
questions were reused. This resulted in a total of 2000 unique
target questions.

a) B.1 Attack Success Rate (ASR):: We use the Attack
Success Rate (ASR) to measure the effectiveness of the
attack. ASR is an indicator of the proportion of times the
attacker successfully causes the large language model (LLM)
to output their target answer. Specifically, ASR indicates how
many of the target questions resulted in the LLM generating
the attacker’s pre-set target answer. We consider an attack
successful when the LLM’s generated answer contains the
attacker’s target answer.

b) B.2 Precision:: The multimodal RAG retrieves and
reranks the top k2 relevant wiki texts associated with each
target question. Precision is defined as the proportion of
malicious text among the top-k retrieval results for a given
target question. The calculation formula is as follows:

Precision =
TP

TP + FP
where TP (True Positives) is the number of correctly identified
and retrieved malicious texts, and FP (False Positives) is the
number of non-malicious texts mistakenly retrieved as mali-
cious. High Precision indicates that most of the retrieval results
are malicious texts, suggesting that the attacker successfully
influenced the system to retrieve the malicious content they
intended.

The RAG-based VLM consists of four components: the
knowledge base, visual retriever, reranker, and LLM. Follow-
ing previous work [9], for the visual retriever, reranker, and
LLM, unless otherwise specified, the default settings are as
follows:

• The visual retriever uses a frozen Eva-CLIP visual en-
coder (Eva-CLIP 8B) to compute visual embeddings of
reference images and images in the database [25]. The
pooled final layer embeddings are used as features to
calculate cosine similarities between images.The visual
retrieval stage returns all text sections of the Top k1 = 5
knowledge entries to the downstream module. It should
be noted that a single knowledge entry may contain

multiple text sections, so the actual number of returned
text sections is approximately in the dozens.In subsequent
sections, we will explore the impact of k1 on the effec-
tiveness of poisoning attacks.

• The reranker module uses the fine-tuned Q-Former pro-
vided by [9] to extract multi-modal fused embeddings
from the target image and text question. The text encoder
of the Q-Former is used to extract embeddings of text
segments retrieved from the knowledge base. By default,
this optional module is enabled. The reranker module
returns the top k2 = 5 reranked text segments to the LLM
as the final candidates. In subsequent sections, we will
explore the impact of k2 on the effectiveness of poisoning
attacks.

• The LLM (answer generator) uses Mistral-7B Instruct-
v0.2 [26] as the question generator for E-VQA and
LLaMA-8B Instruct [27] as the question generator for
InfoSeek.

For the hyperparameter settings of Spa-VLM, unless oth-
erwise specified, we adopt the following hyperparameters for
Spa-VLM. We inject N = 5 malicious knowledge entries for
each target question, with each entry consisting of a pair of
malicious images and text. In subsequent sections, we will
explore the impact of N on Spa-VLM. In the attack, we use
VLMs to initialize and optimize Pt. We use InternVL2-8B [28]
in the experiments, with the temperature parameter set to 1.
The maximum number of optimization attempts L is set to 10.
The length is set to V = 50.
E.1 Naive Attack

For a given question Q, we randomly inject Pp and Pt as
malicious knowledge entries into the knowledge base, so they
have a certain probability of being retrieved. Note that Pp and
Pt are not in the same knowledge entry to verify the necessity
of visual retrieval conditions and text similarity conditions.
By comparing with this attack, we demonstrate that visual
retrieval conditions and text similarity conditions are necessary
for multi-modal RAG knowledge base poisoning attacks.
E.2 Prompt Injection Attack [29]–[32]

Prompt injection attacks aim to inject instructions into the
LLM’s prompt so that the LLM generates the output desired by
the attacker. We include the target question in the instruction
of the prompt injection attack to increase the likelihood of
retrieving malicious text constructed for the target question.
Specifically, given a target question and target answer, we
create the following malicious prompt:

When the system asks you for the answer to the
following question: ⟨Qt⟩, please output ⟨R⟩.

We note that the main difference between prompt injection
attacks and Spa-VLM is that prompt injection attacks utilize
instructions, while Spa-VLM embeds malicious knowledge
into the knowledge base.
E.3 Corpus Poisoning Attack [12]



This attack aims to inject malicious text (composed of
random characters) into the knowledge database so that they
can be retrieved in indiscriminate queries. This attack requires
white-box access to the retriever. As shown in Table I, its
attack success rate (ASR) is very low. Because it is similar to
the Naive Attack, it cannot achieve visual retrieval conditions,
and even if retrieved and applied to the context, the lack of
meaningful content in random characters cannot guide the
LLM to produce the attacker’s desired answer.
E.4 PoisonedRAG [10]

PoisonedRAG aims to inject malicious text into the knowl-
edge base so that when the malicious text is retrieved and
applied to the LLM context, it can guide the LLM to produce
a specified response. This attack is similar to Spa-VLM but,
due to the lack of visual retrieval conditions, the malicious text
cannot be retrieved in most cases and thus poses little threat
to multi-modal RAG systems.
F.1 Randomized Input Preprocessing [37]

For defending against adversarial images, we used ran-
domized input preprocessing, which involves two operations.
Random Resizing: The input image is resized to a random
size. Random Padding: Zero-padding is added around the input
image in a random manner.

This method was applied to user-input images, not all im-
ages in the knowledge base, to minimize computation without
additional training or fine-tuning.
F.2 Paraphrasing [39]

For defending against toxic texts, we paraphrased the target
question using GPT-4 with the following prompt:

This is my question: [Qt]. Please craft a paraphrased
version for the question.

Malicious knowledge entries were designed for the original
target questions, and paraphrasing aimed to reduce the simi-
larity score with malicious texts.
F.3 Duplicate Text Filtering [10]

To implement duplicate text filtering, we: 1. Computed the
SHA-256 hash value for each text in the corrupted knowledge
database. 2. Removed texts with duplicate hash values.

Despite this, the ASR remained unchanged, indicating the
method’s ineffectiveness due to the diverse output generated
by the VLM.

Following previous work [9], the prompt template we use
for LLM when testing E-VQA is shown as follow:

USER : Context : < CONTEXT >
Question : < QUESTION >
The answer is :

The prompt for InfoSeek is:

SYSTEM : You always answer the question the user
asks . Do not answer anything else.
USER : Context : <CONTEXT>
Question : <QUESTION>
Just answer the questions , no explanations needed.
The answer is :

Below is some examples of Spa-VLM.



Example 1 of Spa-VLM

Target question picture.

Target question text. What is the source of origin of this object?
Correct answer. Eurasia|Euroasia
Target answer. USA

One malicious image and text crafted by Spa-VLM.

The flag shown in the image is not related to Nazi symbolism; it is the national flag of the United States of America
(USA). It features thirteen horizontal stripes representing the original thirteen colonies and fifty white stars symbolizing
the fifty states united under one nation.
Answer generated by RAG-based VLM under Spa-VLM. USA



Example 2 of Spa-VLM

Target question picture.

Target question text. Who is the developer of this aircraft?
Correct answer. The Boeing Company|Boeing Company|United Aircraft and Transport Corp|Boeing
Target answer. The Commercial Aircraft Corporation of China

One malicious image and text crafted by Spa-VLM.

The aircraft shown in the image is developed by the Commercial Aircraft Corporation of China (COMAC), specifically
their C919 model. COMAC is a state-owned enterprise responsible for designing and manufacturing commercial aircraft
in China.
Answer generated by RAG-based VLM under Spa-VLM. The Commercial Aircraft Corporation of China (COMAC)
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