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ABSTRACT

The modern semiconductor industry requires memory solutions that can keep pace with the high-
speed demands of high-performance computing. Embedded non-volatile memories (eNVMs) address
these requirements by offering faster access to stored data at an improved computational throughput
and efficiency. Furthermore, these technologies offer numerous appealing features, including limited
area-energy-runtime budget and data retention capabilities. Among these, the data retention feature
of eNVMs has garnered particular interest within the semiconductor community. Although this
property allows eNVMs to retain data even in the absence of a continuous power supply, it also
introduces some vulnerabilities, prompting security concerns. These concerns have sparked increased
interest in examining the broader security implications associated with eNVM technologies. This
paper examines the security aspects of eNVMs by discussing the reasons for vulnerabilities in
specific memories from an architectural point of view. Additionally, this paper extensively reviews
eNVM-based security primitives, such as physically unclonable functions and true random number
generators, as well as techniques like logic obfuscation. The paper also explores a broad spectrum of
security threats to eNVMs, including physical attacks such as side-channel attacks, fault injection,
and probing, as well as logical threats like information leakage, denial-of-service, and thermal attacks.
Finally, the paper presents a study of publication trends in the eNVM domain since the early 2000s,
reflecting the rising momentum and research activity in this field.

Keywords Non-volatile memories · security primitives · PUFs · TRNGs · side-channel analysis · probing · fault
injection

1 Introduction

The demand for memory devices has evolved significantly over the past few decades. This shift is primarily driven by
factors such as scaling and the demand for high-density and faster memory devices. Traditional memory technologies
like SRAM and DRAM have been the building blocks of computing systems for years. Although they provide fast
memory access, their biggest limitation lies in their dependence on continuous power to retain information. Flash
memory revolutionized storage by enabling mobility applications. However, as semiconductor scaling reaches its
physical limits, flash memory struggles to meet the market demand for more endurance, write speed, and power
efficiency. These limitations have set the stage for next-generation eNVM technologies, offering significant advantages
such as non-volatility and enhanced performance. With their advanced architectures, eNVMs are becoming essential to
modern high-performance computing systems.

Beyond performance enhancements, eNVMs also serve as integral components in secure hardware systems. They
facilitate the design of secure architectures that resist tampering and are used in a variety of applications, including
cryptography and secure boot processes. They support scalability, reconfigurability, and cost-effective local computing.
They also serve as a rich source of entropy, making them ideal candidates for building security primitives like physically
unclonable functions (PUFs) and true random number generators (TRNGs). Nevertheless, the integration of eNVMs
into modern computing systems also introduces new risks, such as the potential leakage of sensitive data like secret
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keys, login credentials, and credit card information [1]. Historically, data security in volatile memories (like SRAMs
and DRAMs) was not a major concern since they lose their content when powered down. Yet, as these cache memories
evolve to potentially become non-volatile, there is an increased risk of adversaries accessing sensitive information in its
unencrypted form. As the memory landscape continues to evolve, a comprehensive understanding of both aspects of
eNVM security has become crucial to developing reliable computing environments.

Devices used for security purposes increasingly rely on the unique properties of eNVMs. Their non-volatility enables
critical data to persist across power cycles, ensuring secure operation even during power outages. eNVMs also offer
tamper resistance for protecting sensitive data like cryptographic keys from physical and logical attacks. Additionally,
eNVMs have increased endurance to support frequent updates and record security data, and their fast access speeds
help retrieve important information quickly. They also include advanced error correction to maintain data integrity and
prevent corruption.

In this paper, we dive deep into the security aspects of eNVMs. Our study begins with an in-depth look at various eNVM
technologies, exploring the underlying technology behind security devices and the solutions that leverage eNVMs.
As the applications of eNVMs grow, so do the risks associated with them. A key part of our research also involves
exploring the structural characteristics of eNVMs that make them susceptible to security attacks. Compared to the
previous work published in ISVLSI [2], we make the following modifications in this paper:

• Expanding Vulnerability Study: This study builds on our preliminary research, which explored five different
non-volatile memory (NVM) technologies. Here, we provide a more detailed analysis of their security
vulnerabilities. In particular, we investigate the architectural configurations and critical parametric choices
that make eNVMs susceptible to various security attacks. For example, factors such as array topology, write
current, material properties, etc., are shown to impact eNVM security significantly.

• Broadening Security Primitive Study: In this work, we explore the technologies underlying security devices
and solutions that leverage eNVMs. Building upon the extensive literature reviewed in the preliminary study,
additional publications are examined to advance the collective understanding of the field further. The findings
indicate that the unique physical and electrical properties of eNVMs enable the development of various security
primitives, including PUFs, TRNGs, and logic obfuscation techniques.

• Expanding Attack Vectors: We investigate additional security attacks targeting eNVMs that were not addressed
in our initial work. These newly examined attacks include information leakage attacks, which exploit side
channels or remanence to expose sensitive data; denial of service (DoS) attacks, which aim to disrupt memory
operations and impact system availability; and thermal attacks, where temperature manipulation is used to
trigger faults or change memory behavior. Examining these security threats provides a broader perspective of
the security challenges associated with eNVM-based systems.

• Analysis of Research Trends: This study presents a comprehensive analysis of publication trends in the
NVM domain since the early 2000s, highlighting the evolution of research focus over time. There has
been a significant surge in research activity across diverse NVM technologies, driven by rising interest and
accelerated progress in the field. In parallel, we examine the key technological milestones that illustrate how
NVM technologies have evolved over the years to address challenges such as energy efficiency, performance
scalability, and computing efficiency. By capturing both research trends and innovation trajectories, the
study offers valuable insights into the evolution of NVM technologies, helping to shape future directions and
innovations in memory design, particularly in the security domain.

The rest of the paper is structured as follows: Section 2 covers various NVM technologies and discusses their
architectural vulnerabilities. Section 3 delves into security applications that utilize eNVMs. Section 4 examines a broad
spectrum of attack vectors targeting eNVMs. Section 5 presents a detailed analysis of NVM research trends. Section 6
considers potential future developments in this field. The paper concludes with Section 7.

2 Background

Traditionally, the combination of CMOS-based memories, such as volatile DRAM and SRAM, and non-volatile flash
has been adequate to meet both the temporary and permanent data storage requirements of multi-chip systems. The trend
towards system-on-chip integration with scalability, reconfigurability, and very low power has driven the development
of additional eNVM technologies with new memory and computational architectures. These memory types utilize
specific materials that have the ability to maintain a bistable state in their electronic characteristics. This distinguishing
property enables data retention in eNVMs without requiring continuous electrical power for several years. Until recently,
there have been minimal changes to the fundamental technology and cells responsible for retaining data across power
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Figure 1: Bitcell diagram of a (a) Flash Memory [5] and (b) PCM [6].

cycles. Currently, floating gate or oxide-nitride-oxide trapped charge (ONO) cell structures are the predominant core
technologies in the majority of eNVM devices [3].

eNVMs are ideal for a wide range of applications, from consumer electronics to high-performance computing and
embedded systems. In addition to the familiar characteristics of speed, density, and power consumption, retention and
endurance are two crucial metrics for evaluating NVMs. Retention is the ability of a memory cell to retain its contents
over a period of time. Endurance is the number of write and erase operations that can be performed before the quality
of the cell degrades as a result of wear-out. They are important because wear-out is usually stronger in NVMs than their
volatile counterparts and depends on the duty cycle and security pattern [4].

Depending on the underlying technology, NVM exhibits unique structural attributes that influence its performance and
susceptibility to specific fault mechanisms. This section provides an overview of the architectural foundations and
intrinsic vulnerabilities of five widely studied NVMs - flash memory, phase change memory (PCM), magnetoresistive
random access memory (MRAM), resistive random access memory (RRAM), and ferroelectric random access memory
(FeRAM). The discussion highlights their operational principles, material compositions, and structural limitations that
pose security challenges.

2.1 Flash Memory

A non-volatile device based on Metal-Oxide-Semiconductor Field-Effect Transistor (MOSFET) technology [7] and
shown in Figure 1(a), Flash memory has revolutionized electronic devices. It utilizes floating gate memory for
information storage and tunneling current for programming and erasing. Charge injection or removal from the floating
gate enables state retention even after power removal. Flash memory is extensively used in medical diagnostic systems,
digital cameras, and mobile phones due to its non-volatility, magnetic immunity, and compatibility with current CMOS
processes. However, scaling may face limitations due to tunnel oxide constraints and the cost of integration.

The flash memory architecture has a thin tunnel oxide that supports efficient carrier transport. This thin oxide layer
is susceptible to reliability issues like reduced operation voltage and deterioration after numerous program and erase
cycles. Researchers have been exploring alternative technologies like nitride-based memory, nanocrystal memory, etc.,
as promising candidates [8].

2.2 Phase Change Memory

PCM, also known as PCRAM, is a type of non-volatile RAM characterized by a simple capacitor-like structure
(shown in Figure 1(b)), with a thin chalcogenide semiconductor film sandwiched between electrodes, facilitating easy
miniaturization [9]. These devices boast long cycle life, low programming energy, and excellent scaling characteristics.
Chalcogenide phase-change materials, commonly containing elements from group 6 of the periodic table and further
expandable to additional material systems by doping, are prominent in PCM, with GeSbTe alloys, especially the GST
pseudobinary composition, showing high promise. Operating on the principle of phase change from amorphous to
crystalline or vice versa, PCM undergoes this transition at a relatively low temperature of around 600°C, driven by
energy from Joule heat generated by current passing through the PCM cell. The resistivity of chalcogenide material
varies between the crystal and amorphous phases, allowing data storage based on resistivity changes.

PCM suffers from limited write endurance, with cells enduring only about 107 to 109 writes, making them prone to
wear-out attacks. Additionally, resistance drift in Multi-level Cell (MLC) PCM can cause transient errors over time,
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Figure 2: Bitcell diagram of a (a) STT-MRAM [12], (b) RRAM [12], (c) FeRAM [8].

further compromising data integrity. Furthermore, PCM is vulnerable to tampering attacks, such as magnetic or thermal
manipulation, which can alter memory content or prolong data retention for unauthorized access [10].

2.3 Magnetoresistive Random Access Memory

MRAM has been prevalent since the 90s. It is a type of non-volatile memory ideal for high-density applications
like solid-state disks. The MRAM architecture is a unique combination of spintronic devices with silicon-based
microelectronics. It contains two magnetic storage elements stacked on each other and separated by a thin insulating
tunnel barrier- these magnetic plates and the insulating layer form the magnetic tunnel junction (MTJ). One of the
magnetic plates forms the fixed layer, whose magnetic direction always stays the same. The other plate forms the free
layer, whose magnetic direction changes according to the bias applied to the MTJ [8]. A magnetoresistance effect called
tunnelling magnetoresistance (TMR) occurs in the MTJ. The thin insulating layer allows electrons to tunnel through it
from one plate to the other. When the magnetic layers are parallel, the cell has a low resistance. On the contrary, the
cell is in a high resistance state if they are antiparallel. The resistance state determines whether the binary bit stored
in the MRAM is a 1 or a 0. MRAM can be further categorized into spin-transfer torque MRAM (STT-MRAM) and
spin-orbit torque MRAM (SOT-MRAM) based on the torque mechanisms employed for switching. STT-MRAM has
seen widespread research and commercialization, whereas SOT-MRAM is emerging as a promising successor, offering
potential improvements in switching speed and endurance. STT-MRAM addresses high operating current issues by
manipulating magnetization direction in the free layer using spin-polarized current between layers. This technology
promises low-current, cost-effective MRAM devices where magnetic interference can be mitigated [9]. The bitcell
diagram of a STT-MRAM is shown in Figure 2(a).

MRAM typically requires high write currents, a source of supply noise. Deterministic supply noise can be exploited by
attackers to launch DoS attacks, fault injection attacks, row hammer attacks, etc. Apart from that, MRAMs are highly
susceptible to external magnetic fields. Such fields can cause the magnetic orientation of the MTJ layer to flip [11],
resulting in data corruption. Adversaries can take advantage of this vulnerability to execute DoS attacks. MRAM is also
affected by high temperatures that can reduce data retention, and DoS attacks can be launched leveraging reduced data
retention [1].

2.4 Resistive Random Access Memory

RRAM or ReRAM is a device with a simple metal–insulator–metal structure, where the insulator is typically an oxide of
elements like Hafnium, Tantalum, or Titanium. Other materials, such as chalcogenides and 2D materials like hexagonal
boron nitride, have also been used and shown in Figure 2(c). RRAMs can have a single metal-insulator-metal layer or a
multilayered structure, offering improved uniformity in device parameters. These devices switch between high and low
resistance states, representing 1 and 0 bits. The resistive switching is achieved through SET and RESET operations,
forming or rupturing conducting paths inside the insulator [13].

RRAM exhibits a critical physical vulnerability due to its filament-based switching mechanism, which is highly sensitive
to current and voltage variations. The presence of parasitic capacitance (Cp) in a 1T1R structure can cause overshoot
currents, leading to uncontrolled filament growth and reduced resistance in the low resistance state (LRS). This results
in higher reset currents and prolonged switching times, causing reliability issues. Attackers could deliberately increase
Cp to cause instability in RRAM’s operation. Such manipulation can degrade performance, disrupt expected read/write
behaviors, and potentially deplete the lifetime of RRAM [14].
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(a) Before Reconf(). (b) After Reconf().

Fig. 1. Example of speckle pattern.

Concretely we propose a structure that consists of a
polymer containing randomly distributed light scattering
particles3 as opposed to the normal glass PUF [1].

In terms of the definitions in Appendix A the recon-
figurable optical PUF is described as follows.

• The configuration space is given by S = {0, 1}n
where n = V/λ3 and V the volume of the structure
and λ the wavelength of the laser. A cube of volume
λ3 is usually called a voxel. A configuration string
s ∈ S defines the voxels in which a scatterer is
present and defines completely the speckle patterns
that are generated when the structure is irradiated
with a laser beam.

• The challenge space C is defined by the set of angles
and locations under which the structure should be
irradiated by the laser beam.

• The response space R is the set of all possible
speckle patterns (see Fig. 1 for two examples).

• The set P is the set of random variables that define
the responses of the optical structure to the applied
challenges.

• It was shown in [3] that the angles and locations
have to be sufficiently far apart to satisfy the infor-
mation theoretical security condition of Def. 3.

• The fact that an optical PUF is hard to clone in a
physical way follows from the fact that speckle phe-
nomena are very sensitive to very small variations in
the locations of the scattering particles [1]. Accurate
mathematical modeling of speckle phenomena is
very difficult [19].

• The interface Read(c) applied to a challenge c is
implemented by irradiating the PUF with the laser
according to the angle and position defined by c
and measuring the speckle pattern with the CMOS
sensor (see Fig. 2).

• The Reconf() command is implemented by driving
the laser at a higher current such that a laser beam of

3Alternatively a phase change substance, widely used in rewritable
optical discs, can be used instead of a polymer.

Fig. 2. Schematic side view of an integrated reconfigurable optical
PUF [20].

“left”“right”“left”

r = 0 r = 1 r = 0

“right”

r = 1 resistance (Ω)

logical 0 logical 1

Fig. 3. PCM based rPUF. Limited control over the heating allows
for 2 logical states and an accurate measurement gives one rPUF bit
r.

higher intensity is created which melts the polymer
locally and enables to the scattering particles to
reposition. After a short time the laser beam is
removed and the structure cools down such that the
particles freeze.

Finally we note that in [4] it was shown that opti-
cal PUFs (containing a laser and a structure) can be
completely integrated and therefore be produced very
compactly. The results obtained there clearly transfer to
the reconfigurable optical PUF too. Hence we believe
that a practical implementation is feasible.

B. Phase Change Memory based rPUF

Phase Change Memory (PCM) is a new type of fast
non-volatile memory that has the potential to replace
Flash and even DRAM. Each memory cell contains a
piece of chalcogenide glass, usually a doped alloy of
germanium, antimony and tellurium (GeSbTe), the same
material used in rewritable optical discs. By subjecting it
to a specific heating pattern, a phase change is induced:
in the amorphous state the resistivity is high (logical “1”
state); in the crystalline state it is low (“0”). Intermediate
states (e.g., semi-amorphous and semi-crystalline) can be
realized as well, allowing for more than one bit of storage
per cell. The heating is regulated by passing a current
through the cell. The state is read out by measuring
its resistance. PCM has very favorable properties. Phase
transition times of 5 ns have been achieved. Furthermore,
a PCM cell may endure around 108 write cycles [21].
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MRAM PUF: A Novel Geometry Based Magnetic
PUF With Integrated CMOS

Jayita Das, Student Member, IEEE, Kevin Scott, Srinath Rajaram, Student Member, IEEE,
Drew Burgett, and Sanjukta Bhanja, Member, IEEE

Abstract—This manuscript addresses a novel MRAM-based
physically unclonable function (PUF). The PUF responses are gen-
erated using the unique energy-tilt, which is an outcome of the
random geometric variations in the MRAM cells. We have verified
relevant attributes of this PUF through extensive magnetic simu-
lations and in-house fabrication results. Our fabricated PUF cells
generate entropy as high as 0.99, which is comparable to most of
its competitors. To our knowledge, the footprint of the PUF cells
is also lower than the majority of silicon PUFs. Also, the authenti-
cation control algorithm for this PUF requires very low additional
control-steps. We conclude our discussion of this novel PUF with
a study of authentication overhead and protocols required by the
PUF system in terms of area, power, and delay.

Index Terms—Easy axis, energy, geometric variations, MRAM,
process variations, PUF, randomness.

I. INTRODUCTION

THE gaining popularity of magnetoresistive RAM
(MRAM) across diverse application platforms [1]–[3]

calls for a greater auxiliary role of the technology beyond stor-
age purposes. One such application is the authentication of ICs
where the inherent variations within the IC are used to gener-
ate secret keys and signatures without physically storing any
value within the IC [4]. Fig. 1(a) provides an abstraction of a
MRAM based authentication protocol. Here we have harnessed
the intrinsic geometric variations in the MRAM cells to build
a novel PUF. X is a dedicated hardware device for processing
to and from signals of the PUF. Fig. 1(b) shows a system level
overview of the MRAM PUF. MRAM is partitioned into sepa-
rate banks [5], [6]. Each bank is a cross-point array of magnetic
tunnel junctions (MTJs) integrated to their access transistors
(see Fig. 1(b)).

In MRAM, the energy minimum configurations in the MTJs
arising from their shape anisotropy are used to store 1 and 0 (see
Fig. 2(a)). For an ideal rectangular or elliptical geometry, these
two stable configurations are symmetrically positioned across
an energy barrier at room temperature (see Fig. 2(a)). When
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Fig. 1. (a) Abstraction of MRAM PUF authentication protocol. (b) System
level architecture of MRAM PUF. Signal descriptions: BL (bit line), BL’ (bit
line complement), WL (word line), DL (digit line), BLD (bit line driver signal),
RE (read enable), WE (write enable), AE (authentication enable).

Fig. 2. Energy landscape of MTJ for (a) perfect geometry. (b) Random vari-
ations in cell geometries causes the magnetization at location A′ to develop a
preference for one particular ground state.

process variations affect the geometry of MTJs, each cell gets a
random and unique tilt in it’s energy barrier (see Fig. 2(b)). The
tilt angle follows a Gaussian distribution [7], [8]. As a result,
with variations, the point A in Fig. 2(a) shifts to a new random
location A′ on different cells, which is again unique to every
cell (see Fig. 2(b)). Therefore, with variations, each MTJ or cell
in the MRAM develops a preferred ground state, which we have
used in this paper to build a novel MRAM PUF.

1536-125X © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications standards/publications/rights/index.html for more information.Authorized licensed use limited to: Auburn University. Downloaded on May 02,2025 at 15:09:12 UTC from IEEE Xplore.  Restrictions apply. 
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also added to evaluate the security of the “digital” X-point

PUF design. This paper is thus a comprehensive report on the

methodologies to design the X-point PUF.

The remainder of the paper is organized as follows. In

Section II, we briefly describe the basics of RRAM devices and

the performance metrics to evaluate PUF design. Section III

presents the proposed X-point PUF design and security issues

of “analog” X-point PUF. Section IV provides the dependence

of the “digital” X-point PUF’s performance on several design

parameters. Section V presents the analysis of the effects of

the interconnect resistance, scalability, RRAM on/off ratio,

device-to-device variation, and RRAM device reliability on

the “digital” X-point PUF’s performance. In Section VI, we

investigate the security of the proposed PUF. In Section VII,

we compare the area, latency and energy between the X-point

PUF and conventional Arbiter PUF. Section VIII summarizes

the work. It is noted that Section V, Section VI and Section VII

are new materials beyond the scope of our prior conference

paper.

II. BACKGROUND

A. RRAM Basics

Resistive random access memory (RRAM) is one of the

emerging NVM candidates that are currently under exten-

sive industrial development [18, 19]. Generally speaking,

there are two types of RRAM. One is oxide-based RRAM

and the conductive filaments consist of oxygen vacancies.

The typical device structure of an oxide-based RRAM is a

metal/oxide/metal stack. The other one is conductive-bridge

RAM (CBRAM) in which the conductive filaments consist of

metal ions (e.g. Ag or Cu ions). The typical device structure of

CBRAM is an Ag (or Cu)/chalcogenide (or oxide)/inert metal

stack.

Generally, to initiate the subsequent switching behaviors, a

forming process is required by applying a sufficient electric

field between the two metal electrodes. For the oxide-based

RRAM, the conductive filaments composed of oxygen vacan-

cies are created inside the oxide after forming process. For

the CBRAM, the conductive filaments composed of Ag or Cu

ions are created inside the chalcogenide/oxide. The physical

mechanism of oxide-based RRAM and CBRAM is typically

attributed to the formation and rupture of conductive filaments

between two metal electrodes. Due to the randomness of the

defect (oxygen vacancy or Ag or Cu ion) generation and

annihilation, the dimension and composition of the conductive

filaments inevitably vary from device to device, and even

from cycle to cycle within a device [18, 19]. As a result,

the resistance of the devices will vary significantly with-

out programming optimization. Conventionally, the resistance

variation in RRAM device is not desired in the memory design,

however, it could be utilized as the entropy source for PUF

implementation.

B. Metrics of PUF

Generally, the authentication application requires a large

CRP space to make the device hard to be characterized from a

polynomial number of plausible physical measurements. Even

Fig. 1. (a) PUF-based authentication protocol. (b) Proposed resistive X-point
strong PUF circuit leveraging the sneak paths (green) to create CRPs.

if the adversary has the access to the device, only a negligible

amount of information can be extracted from the known CRPs,

which is insufficient to be used to predict other unknown ones

[20]. In general, to assess the fundamental PUF performance,

there are a few important metrics consisting of uniformity,

diffuseness, uniqueness, and reliability.

1) Uniformity is an indicator of the ratio of “1” and “0”

in the response vector. An ideal PUF should have the equal

probability of “1” and “0” in response. The uniformity is

defined as

Uniformity =
1

n

∑n

j=1
ri, j × 100% (1)

where ri, j is the j th binary bit of an n-bit response from a

response vector i . The ideal value is 50%.

2) Diffuseness is the degree of variations among responses

for different challenges applied to the same PUF. When the

CRP space is too large, diffuseness can be measured by

calculating the mean of hamming distance (HD) of a random

sample of response vectors generated by the same PUF. The

diffuseness is defined as:

Diffuseness =
2

m(m − 1)

×

∑m−1

i=1

∑m

j=i+1

H D(ri , r j )

n
× 100% (2)

where m is the number of response vectors randomly selected

from the CRP space. ri and r j are two different n-bit response

vectors corresponding to 2 different challenges. The ideal

value is 50%. A poor diffuseness results in collision in

responses.

3) Uniqueness measures the difference between the

response vectors which are evaluated from the same challenge

on different PUF instances. The uniqueness is indicated by

the inter-hamming distance (inter-HD) with an ideal value of

50%. The uniqueness of k PUFs is defined as:

Uniqueness =
2

k(k − 1)

×

∑k−1

i=1

∑k

j=i+1

H D(ri , r j )

n
× 100% (3)

where ri and r j are two different n-bit response vectors

generated from 2 different PUF entities for the same challenge.

(c) RRAM-based PUF

Figure 3: (a) Shematic side-view of a PCM-based PUF [15], (b) System level architecture of an MRAM-based PUF [16]
and (c) Architecture of an RRAM-based PUF [17].

2.5 Ferroelectric Random Access Memory

FeRAM, sometimes referred to as FRAM, is a type of NVM that consists of a capacitor and transistor structure (see
Figure 2(b)). FeRAM provides not just non-volatility but also offers fast memory access similar to DRAM [18]. One of
FeRAM’s key features is its extremely low power consumption, which is unmatched by other NVM technologies like
Flash. This low power requirement allows FeRAM to operate at voltages less than 2V, a significant advantage over
Flash, which requires over 20V for write or erase operations. The most used ferroelectric material for FeRAMs is lead
zirconate titanate (PZT) [8]. FeRAM also offers fast writing speeds and a high number of rewrites, making it suitable
for high-density and in-memory applications. These memories come in various cell types, such as capacitor, transistor,
and chain cell, with the transistor type being better for high-density uses. However, this type of FeRAM has issues with
data retention, not lasting 10 years in practical applications [9].

FeRAM has several physical vulnerabilities that make it susceptible to attacks. One major issue is its asymmetric read
current and high write current, which can be exploited in power analysis attacks like differential power analysis (DPA)
and correlation power analysis (CPA) to extract sensitive data. Since the write current varies depending on the data
being written, an attacker can analyze the patterns in power consumption to infer information. Additionally, FeRAM is
vulnerable to external electric and thermal fields, which can disrupt polarization, cause data corruption, or even affect
data retention. These weaknesses create opportunities for side-channel attacks and potential DoS attacks [1].

3 Embedded NVMs for Security

eNVMs are used to build secure architectures that are resistant to tampering and provide durability for a broad spectrum
of applications, such as cryptographic key storage and secure boot processes. Furthermore, their superior scalability,
reconfigurability, support for low-cost local computing, and rich source of entropy make them great candidates
for security primitives like physically unclonable functions and true random number generators [19]. In security
applications, STT-MRAM and RRAM-based eNVMs are widely utilized. The inherent randomness in RRAM-based
security systems is excellent for applications such as PUFs and TRNGs.

3.1 Physically Unclonable Functions

PUFs harness residual manufacturing process variations to generate unique and unclonable device signatures [20].
By generating on-demand keys, PUFs eliminate the need to store keys in eNVMs during deployment, enhancing
device resistance against physical attacks. These individualized keys allow for unique device identification and
authentication. Memory-based PUFs, among various architectures, generate unclonable signatures without requiring
hardware modifications [21, 22]. Considerable research has been conducted on RRAM PUFs [23, 24], MRAM
PUFs [25,26], PCM PUFs [27,28], and Flash memory PUFs [29]. Figure 3 depicts representative hardware architectures
used in different eNVM-based PUFs.
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3.1.1 Flash-based PUFs

PUFs leveraging flash memory emerged with Prabhu et al. [30], who explored memory variations to generate responses
but faced low throughput and security issues. Wang et al. [29] improved efficiency using intra-page Pearson coefficients,
cutting response time to 20 kb/s. A major breakthrough came when Wu et al. [31] introduced a programming burst
method that enhanced uniqueness, randomness, and resilience to environmental variations, making flash PUFs more
viable for real-world applications. Mahmoodi et al. [32] further advanced the field with ChipSecure to expand the
challenge-response pairs (CRP) space to resist machine learning attacks while maintaining energy efficiency. More
recently, Sakib et al [33] refined the approach, leveraging program disturbance behavior for an aging-resistant and
lightweight design suited for embedded systems.

3.1.2 PCM-based PUFs

Kursawe et al. [15] introduced reconfigurable PUFs, where memory states are weakly programmed and erased to
enable dynamic response behavior. This work laid the foundation for later designs, such as multi-bit PCM-based PUFs.
Figure 3a shows a schematic side view of their PCM design, where controlled laser pulses induce weak programming
to enable reconfigurable PUF behavior. Noor and Silva [28] later identified PCM as a strong candidate for PUF
applications, citing its analog resistance states, gradual programming, and suitability for reconfigurable architectures.
Building on this, Zhang et al. [27] proposed PCKGen, a PCM-based reconfigurable PUF that used an imprecisely
controlled current-pulse regulator to refresh cryptographic keys by injecting controlled variability during programming.
To improve resistance against physical attacks, Zhang et al. [34] introduced MemPUF, which performs periodic self-
updates to prevent CRP reuse. While this improves unpredictability over time, secure verifier-prover communication
remains an open problem.

3.1.3 MRAM-based PUFs

Regarding the origin of MRAM-based PUFs, Marukame et al. [35] proposed a method to create a PUF using MTJs in
STT-MRAM. They leveraged the natural variability in MTJ switching voltages to generate a unique signature. They
induced probabilistic switching by applying a controlled voltage, categorized the resistance states, and refined the
selection process to extract a reliable PUF signature [36]. This demonstrated the feasibility of MTJ-based PUFs, though
further work was needed to improve extraction reliability and consistency. Geometry-based STT-MRAM PUFs [16, 26]
follow a two-step process: cells are first placed in an unstable polarization state and then allowed to settle into stable
configurations. Due to geometric variations in MTJ dimensions, each array produces a unique, repeatable response
that can be read out as a memory PUF. Figure 3b presents the system-level architecture of a geometry-based MRAM
PUF as proposed by Das et al. [16], in which MTJ cells are destabilized and then released to settle into unique ground
states determined by intrinsic geometric variations. Other STT-MRAM PUFs rely on comparing cell resistances in
the anti-parallel state [25, 37–39]. These designs exploit TMR variation across cells to generate entropy, allowing
lightweight response extraction without complex training or initialization.

3.1.4 RRAM-based PUFs

The majority of PUF demonstrations involve the comparison of resistances among selected cells [40]. This method
exploits inherent process variability in resistive memory arrays, where each cell exhibits unique resistance characteristics,
enabling the extraction of distinct CRPs. Early RRAM-based PUF designs [41] relied on process variations using
a weak-write method to generate unique responses. These designs amplified device-level randomness by partially
programming cells, producing repeatable yet device-specific outputs. While effective, they offered limited stability
and lacked reconfigurability. A more robust embedded PUF [42] followed, enhancing flexibility without significant
hardware changes. This design improved readout mechanisms and integrated more stable architectures, addressing
issues related to entropy quality and environmental sensitivity. Later, Rose et al. [43] leveraged write time variations
and sneak-path currents to improve entropy extraction. By treating sneak-path interference as a usable entropy source,
they demonstrated increased unpredictability and modeling resistance in crossbar-based arrays. Building on the idea
of leveraging sneak-path interference, Liu et al. [17] proposed the X-point PUF, a strong RRAM-based architecture
that exploits controlled sneak-path currents in cross-point arrays to expand the CRP space. Figure 3c illustrates the
architecture of an RRAM-based X-point PUF, where a random challenge pattern activates selected rows. The resulting
main currents and the sneak path currents are measured through a sense amplifier to generate binary responses.

A breakthrough came with reconfigurable PUFs [44], where resistance fluctuations were used to dynamically refresh
the challenge-response space. By resetting the memory array and reintroducing randomness post-fabrication, these
designs allowed repeated regeneration of high-entropy CRPs. This method significantly reduced the bit error rate while
maintaining flexibility by stochastically redistributing resistances [45].
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Fig. 8. Schematic circuit representation of a crossbar array. To select the
active cell, +V/2 and−V/2 voltages are applied along the wordline and
bitline at two edges of the array, whereas unselected lines are grounded.
Voltage drops occur along the wirings (line resistance � 250Ω),
the selector (Rsel ∼ 70 MΩ for the OFF-state and Rsel ∼ 4 kΩ for the
on-state), and the active bit.

written; 2) an intrachip line resistance R� ≈ 0.03 � [32] that
leads, for the chip under test, to a maximum line resistance
RL � 250 �, identical for wordline and bitline; and 3) finally,
a selector resistance Rsel ∼ 70 M� for the OFF-state and
Rsel ∼ 4 k� for the ON-state, supposing an OTS material
for the selector similar to that of [3] (Fig. 8). A first-order
approximation of the working point of any (b, w) cell is given
by the implicit circuit equation

I = Vset − V (I )

(α β + ω) RL + Rsel
(6)

where α = W/B is the ratio between the number W of
wordlines and the number B of bitlines of the array (we
assume here α = 1), β = b/B and ω = w/W are the frac-
tional positions along the wordline and bitline, respectively,
and V (I ) is the voltage versus current characteristic of the
actual chalcogenide bit. Since RL � Rsel, the first term in
the denominator can be neglected in small chips, unless the
uncommon case α ∼ Rsel/RL occurs. Estimating V (I ) with
the help of Fig. 4, we calculate a parasitic current in the range
IOFF ≈ 1.3 − 4.9 nA (average value: 2.7 nA) per half-selected
cell, irrespectively of the position in the array.

Let (b∗, w∗) be the indices of the selected cell. By adding
up contributions from all the closed cells in the bitline and
wordline (half-selected cells), we estimate the voltage drop
due to parasitic currents as

�Vhs = RL

2
IOFF

[
α

b∗ (b∗ − 1)

B
+ w∗ (w∗ − 1)

W

]
. (7)

This contribution is usually lower than the accuracy of the
estimate of the threshold voltage provided by the random
network model (∼ 10−3 V), even for gigabit arrays (for the
test chip under consideration �Vhs � 80 μV), and can safely
be neglected.

Concerning the selected cell, in the ideal case, the switching
condition is given by Vth < Vset. In the real case, the presence
of the selector in the ON-state and of parasitic effects of the
line tends to decrease the slope of the load line, so that the
cells whose threshold voltages are slightly smaller than the

Fig. 9. Simulated map of the changes in the bit state of a 4-kb array after
the application of a voltage pulse V = 3.70 in the presence of parasitic
voltage drops. The bit positions are the same as in Fig. 6. The 28 dark
squares out of 4096 (0.68%) indicate bits that failed to switch.

set voltage may not switch in reality. Given the threshold
current Ith, the additional voltage drop due the selected cell is
approximated by

�Vs = Vset − V (I ) =
[(

α
b∗

B
+ w∗

W

)
RL + Rsel

]
Ith. (8)

For currents within the switching region of Fig. 4 the maxi-
mum voltage drop for selected cells of the test array of Fig. 6
is less than 5 mV, which corresponds to a reduction of the
switching probability by less than 0.5% (see Fig. 5). The lower
value of the selector resistance in the ON-state does not allow
to assume this result independent of the position if a high
number of wordlines and bitlines make RL comparable to Rsel.
According to the line resistance mentioned earlier, differences
do not exceed 1 mV every 400 lines in the worst case, so that
for the demonstrator under consideration, the position of the
selected cell does not influence substantially the final outcome,
and the nonswitching bits are almost equally dispersed over
the array area, as shown in Fig. 9.

Despite the fact that the number of nonswitching bits of the
test chip is very limited, the nine applicable tests from the
NIST benchmark have been repeated. Results and figures of
merit listed in Table II are confirmed: the true randomness
of the switching variability of self-heating PCM cells can be
exploited to create a TRNG.

V. DISCUSSION

In the calculations mentioned earlier, we have supposed
an Ovonic selector that perfectly matches to the underly-
ing bit, providing the same electric response to each cell.
However, in a real array, these responses are dispersed for
the same reasons listed in Section II, and, in particular,
it is possible to estimate the variability of the resistances
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      Abstract—In this paper, we propose an in-memory True 

Random Number Generator (TRNG) using Voltage-Controlled 

MRAM that doesn’t require calibration of the writing pulse’s width 

and amplitude. Previous solution using Spin Transfer Torque (STT) 

MRAM requires calibration for every MTJ, thus making the multi-

row random number generation inside the memory impossible. We 

also propose a 100% relative throughput digital bias correction 

circuit that doesn’t degrade bit rate. The VC- MTJs are fabricated in 

CMOS BEOL compatible process with an 80 nm diameter and high 

TMR ratio of 160%. MRAM array circuits and bias correction 

circuits are fabricated in 65 nm CMOS technology and wire-bonded 

with the VC-MTJ devices. Multiple VC-MTJs are tested and shown 

to pass all NIST randomness tests. 
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I. Introduction 

True Random number generators (TRNG) are key 

components in cryptography applications. With the advent of 

the quantum computing, many of the traditional cryptography 

algorithms may be impaired or broken in a reasonable number 

of tries. To prevent security problems in the post-quantum 

cryptography, much longer keys are required [1]. This 

requires the TRNG hardware to have higher throughput and 

lower energy cost.  Previous works have demonstrated 

hardware random number generators in CMOS technology 

using inverter’s metastability [2], jitter in a ring oscillator [3] 

and transistor’s oxide breakdown [4]. Most of them require 

dedicated circuit with large area and power-consuming post 

processing circuits to remove bias. The memory based TRNG 

reduces the cost of energy and area by reusing the memory 

array to generate random numbers. Previous works have 

explored TRNG based on STT-MRAM [5][6], which exploits 

metastability in a current controlled spin-transfer-torque 

(STT) MRAM. However, the switching probability of the 

TRNG is highly sensitive to the amplitude and duration of the 

critical current. Given inevitable device variability, extensive 

calibration may be required to find qualified devices. Besides, 

the STT MRAM suffers from large energy consumption and 

limited endurance due to large write current. 

To overcome those issues, we propose an in-memory 

TRNG using Voltage-Controller MRAM that does not 

require calibration of the write pulse. It improves energy 

consumption and endurance by having 50× larger resistance 

area (RA) product than STT-MRAM. Furthermore, a new 

bias correction digital circuit that has 100% relative 

throughput is proposed to ensure high speed and robust 

randomness under potential magnetic field interference.  

II. In-Memory TRNG System Architecture 

The in-memory TRNG based on VC-MRAM uses the 

same MRAM array for both the storage and true random 

number generation. Figure.1(a) shows the architecture of the 

in-memory TRNG system. When used as a memory, the 

wordline driver turns on the access transistors on one row that 

is decoded using the address input. The access circuit reads 

or write the bitcells on the same wordline. Fig.1 b) shows the 

operation of the system under the in-memory TRNG mode. 

The wordline drivers of multiple rows inside the array can 

turn on at the same time. A long voltage pulse (~10ns) is 

applied between each bitline and source line pair. The VC-

MTJs generate the random numbers in parallel and store the 

outputs in each bitcell. The sense amplifiers then read the raw 

random numbers from the bitcells row by row and pass them 

to the post-processing circuits to remove any potential bias. 

Since the same array auxiliary circuits are used in the TRNG 

mode and memory mode, a significant area save is achieved.  

To demonstrate our idea, the MRAM access circuit and 

the bias correction circuit are designed and fabricated in 65nm 

CMOS technology. A column of VC-MTJ devices are 

fabricated on another die and connected with CMOS chip by 

wire bonds. The rest of the paper is organized as this: section 

III introduce the background of the VC-MTJ devices, section 

IV introduces the mechanism of random number generation, 

section V and VI introduce the circuit design of array access 

and bias correction circuits, and section VII presents the 

measurement results. 

 

III. Background of Voltage-Controlled MTJ 

     Voltage-control MRAM has been proposed as a promising 

candidate to replace STT MRAM to dramatically improve 

Fig. 1. (a) System architecture (b) Block diagram of TRNG operation 
(b) MRAM-based TRNG
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Figure 4: (a) Schematic diagram of a PCM-based TRNG [47], (b) block diagram of an MRAM-based TRNG [48] and
(c) architecture of an RRAM-based TRNG [49].

Zhang et al. [38] assessed the feasibility and quality of eNVM PUFs based on STT-MRAM, PCM, and RRAM. The
study demonstrated that, compared to traditional memory PUFs, eNVM-based PUFs offer higher density, enabling
more efficient chip area utilization for an equivalent number of bits. However, the reliability of certain eNVMs, such as
RRAM-based PUFs, could potentially be influenced by reading instability and retention loss in RRAMs. Retention loss
in RRAMs could additionally impact the stability of PUF-generated IDs [46].

3.2 True Random Number Generators

TRNGs have become integral in secure data handling systems and information security. They are crucial in generating
parameters for public key cryptosystems (e.g., ECC, RSA), session keys, and many other applications. TRNGs, in
contrast to pseudo-random number generators (PRNGs), derive random numbers from unpredictable physical processes,
ensuring superior statistical characteristics. While PRNGs are deterministically repeatable and commonly used in
simulation and testing, TRNGs offer heightened unpredictability, making them particularly suitable for applications in
highly secure systems [50].

Extensive research on TRNGs has been conducted across various domains of non-volatile memories - spintronic
devices [51–53], FeRAMS [54], etc. The probabilistic switching nature of STT-MRAM and RRAM allows controlled
programming by adjusting the pulse duration or amplitude. Experimental demonstrations have shown that, at a 50%
switching probability, the device has an equal chance of ending up in either the ‘0’ or ‘1’ state [51]. This behavior can be
utilized to develop TRNGs. The strong random telegraph noise (RTN) signal in RRAM can be used for random number
generation in a simple circuit [46, 49]. Examples of several TRNG architectures using different eNVM technologies are
shown in Figure 4.

3.2.1 Flash-based TRNGs

Flash memory has also been explored as a promising entropy source for true random number generation. TRNGs
utilizing flash harness the intrinsic noise and variability of floating-gate memory cells to produce unpredictable
bitstreams without additional hardware. Wang et al. [29] first demonstrated that RTN in partially programmed flash
cells could yield high-entropy random bits. Building on this, Ray and Milenković [55] used program-disturb stress and
repeated reads to identify marginal cells prone to random flipping from RTN and read noise, enhancing randomness
and leveraging aging effects. Based on partial programming and disturbance characteristics, these techniques form the
foundation of flash-based TRNG designs.

3.2.2 PCM-based TRNGs

Piccinini et al. [47] demonstrated the promising use of amorphous PCM arrays for implementing a TRNG in their
research. Their proposed design applies a calibrated voltage pulse to a fully reset PCM array, inducing random switching
through intrinsic threshold variability; this mechanism is depicted in Figure 4a.

3.2.3 MRAM-based TRNGs

Due to their robustness and ability to generate high-quality random numbers, MRAM-based TRNGs have garnered
considerable attention. The development of MRAM-based TRNGs emerged from exploring spintronic devices as a
source of randomness, such as thermal noise and dynamic variations. These devices aim to produce random numbers
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Table 1: Summary of Security Solutions Based on eNVMs
eNVM Technology PUF TRNG Logic Locking
PCM [15, 27, 28] [47] –
RRAM [17, 23, 40, 43] [49, 60, 61, 64] –
MRAM [25, 26, 35, 37] [51, 57, 58] [66]
FLASH [29, 30, 32, 33] [29, 55] –
FeRAM [67] [54] –

with high entropy and no correlation. Early works in this field [51, 56] focused on manipulating the amplitude of
programming pulses to generate randomness. During the same period, the current-driven stochastic programming
method introduced in [57] offered a robust solution using a complementary polarizer spin dice to generate random
numbers. This approach provided a more stable mechanism for TRNGs. In [58], Vatajelu et al. proposed a novel
approach combining Physical PUFs and TRNGs, using MRAM by manipulating read currents for PUFs and adjusting
pulse width and amplitude for TRNGs [59]. Yang et al. [48] proposed a calibration-free in-memory TRNG leveraging
voltage-controlled MRAM, where randomness arises from metastable switching behavior under long write pulses, as
shown in Figure 4b.

3.2.4 RRAM-based TRNGs

Much research has been dedicated to TRNGs based on resistive memories [49, 60–62]. TRNGs utilizing RRAMs
exhibit a high entropy source, making them relatively robust and suitable for integration in high-density scenarios.
Early RRAM-based TRNG efforts, such as the study by Huang et al. [49], exploited natural RTN in resistive devices to
generate true randomness using minimal circuit complexity, illustrated in Figure 4c. However, initial approaches to
RRAM-based TRNG endeavors faced several limitations. The study by Wei et al. [60] required complex correction
circuits and suffered from inconsistent noise behavior across cells, while the work in [62] utilizing write time variation
of diffusive RRAM faced issues in speed and endurance. Lin et al. [63] later developed a high-speed and high-reliability
RRAM TRNG using intrinsic analog switching characteristics. Their work enabled high throughput and robustness
with minimal circuit overhead. Nevertheless, practical applications of resistive RAMs are still hindered by throughput
limitations [64].

3.2.5 FeRAM-based TRNGs

TRNGs built on FeRAMs utilize the intrinsic variability of ferroelectric switching to generate high-entropy random bits
efficiently. In [54], Rashid et al. presented a method using latency variations during write operations in commercial
FeRAM chips that enable randomness extraction without external entropy sources or complex post-processing.

While aging effects in eNVMs do not compromise the randomness of TRNGs, they may lead to device degradation over
time due to continuous cycling. Similarly, aging influences switching-time variability in resistive eNVM devices. It
alters the threshold voltage distribution in NOR flash, which could impact device performance or the consistency of
TRNG output across the lifespan [65].

3.3 Obfuscation and Locking

The hardware security community has actively addressed the persistent threat of IP piracy stemming from the horizontal
integration of semiconductor design, manufacturing, and testing. With the growing complexity of chip design and
manufacturing processes, many design houses find it practically infeasible to produce chips independently. This
vulnerability in the semiconductor supply chain opens the door for untrusted entities to exploit and pirate design details,
leading to irreparable damage. In response to this challenge, logic locking techniques [68] have been proposed as a
countermeasure against IP piracy, involving the obfuscation of circuit designs through the use of secret keys. This
research area remains relatively unexplored within the community, particularly in terms of integrating eNVM-based
designs. The research work by Divyanshu et al. [66] explores various emerging structures based on 2T/3T MTJ for
potential applications in logic locking. Figure 5 illustrates their logic locking design based on a 2T STT-MTJ-based
key gate. It employs complementary MTJs, a key-controlled write circuit, and a precharge sense amplifier (PCSA) for
differential output evaluation. Logic inputs are applied via a CMOS block, while the key sets MTJ states that modulate
resistance during evaluation by the PCSA. The design enables logic locking by enforcing key-dependent behavior under
a hybrid CMOS-spintronics framework. Additionally, magnetic skyrmion-based locking solutions were proposed by
Guin et al. [69].

8



D. Divyanshu et al.: Logic Locking Using Emerging 2T/3T Magnetic Tunnel Junctions for Hardware Security

FIGURE 3. (a) Logic locking block. (b) 2T MTJ structure for logic locking block. (c) Output waveforms. (d)-(e) Monte-Carlo results showing circuit operation
for deviation in key parameters introduced during simulation. (f)-(g). Monte-Carlo results for MTJ1 and MTJ2 parallel resistance configuration.
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Figure 5: A logic locking block using MTJ [66].

Table 1 provides a summary of existing studies that utilize eNVM technologies for implementing hardware security
primitives such as PUFs, TRNGs, and logic locking. It reflects the growing recognition of eNVMs as valuable
building blocks for secure system design while also indicating that some technologies remain underexplored in certain
application areas. As shown, RRAM and MRAM have been the most extensively studied across both PUF and TRNG
implementations, highlighting their strong suitability for entropy generation and process variability-based security.
MRAM is also the only technology in the table with a recorded implementation of logic locking, suggesting its potential
for broader architectural integration beyond randomness-based primitives. Flash memory, while traditionally not
regarded as a candidate for emerging secure designs, has demonstrated applicability in both PUF and TRNG constructs,
indicating renewed research interest in repurposing legacy memory platforms for lightweight security. In contrast, PCM
and FeRAM have seen more limited use. PCM has been employed in both PUFs and TRNGs, albeit with fewer studies.
FeRAM appears only once in the primitives study, with no logic locking implementations to date.

4 Security Risks Posed by Embedded NVMs

The integration of emerging eNVMs in contemporary computing systems raises significant concerns about the potential
leakage of sensitive information to adversaries. Typically, confidential data like secret keys, login credentials, and credit
card information undergo encryption and are stored in hard drives, such as magnetic disks or flash storage. Subsequently,
this encrypted data is decrypted on-the-fly and loaded into volatile memories, such as SRAM-based caches, in close
proximity to the processor. Previously, precautions were not necessary as SRAMs and DRAMs lose their content after
powering down. However, implementing encryption at the cache level becomes exceedingly challenging. If cache
memories become non-volatile, there is a risk of adversaries gaining access to all sensitive information in its raw form.
Consequently, addressing data safety concerns in higher memory stack levels while sustaining optimal performance
poses a significant challenge.

4.1 Side-Channel Attacks (SCA)

SCA poses a serious security threat to cryptographic chips used in secure systems. Unlike attacks that target the
algorithm itself, SCAs focus on exploiting vulnerabilities in the physical implementation of cryptographic algorithms.
eNVMs exhibit asymmetric and high read/write currents, where the currents for writing and reading data ‘1’ and data ‘0’
differ, making them prone to SCAs [70]. Various research works have shown that eNVM technologies such as MRAM,
FeRAM, PCM, and RRAM can be susceptible to SCAs.

The work by Khan et al. [71] presented an experimental evaluation of SCAs on commercial MRAM chips. After taking
the power traces of the chip, it was found that the average read current directly correlates with the Hamming Weight
of the data being read, thereby confirming the presence of exploitable leakage. DPA on the read operation enabled
successful key extraction with only 15 traces. This low trace requirement was attributed to reduced algorithmic noise
due to byte-wise data access compared to full-word access in simulations. The CPA attack model for MRAM write [72]
also demonstrated key recovery under real system conditions, exposing the vulnerability of MRAM to SCAs. The
authors showed the vulnerability of MTJ-based implementations of cryptosystems to differential side-channel attacks,
in which the adversary leverages multiple traces to extract the secret key. These studies underscore the importance
of accounting for magnetic switching behavior and TMR variability during both read and write phases of MRAM
operation.
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RRAM exhibits asymmetric read/write current behavior much like STT-MRAM. The asymmetric currents have been
exploited in power analysis attacks in works like [1]. Khan et al. performed DPA targeting write operations in RRAM
and retrieved the first AES key byte in approximately 900 traces, while read-based attacks required 200 traces. These
attacks relied on modeling leakage using Hamming Distance and Hamming Weight, respectively. The vulnerability of
IMC architectures implemented using RRAM to SCA was showcased in the study conducted by [73], where power
leakage during matrix-vector operations was exploited to reveal internal computations. This underscores the challenges
of secure data handling in analog-mode processing using resistive memory.

The authors of [74] demonstrated SCA attacks exploiting the seasoning effect in PCM, which is the change in behavior
of PCM cells as a function of operational cycles. This aging-related drift can alter the current signatures in a way
that leaks information about internal states. More recently, Khan et al. [1] performed an in-depth experimental study
of power side-channel vulnerabilities in PCM. Their work showed that an AES secret key could be extracted from
a PCM-backed cache by collecting only a few hundred power traces during read/write operations, confirming the
feasibility of real-world attacks on phase-change-based secure memory.

FeRAM is also susceptible to SCAs. Enan et al. [75] studied the effect of SCAs on FeRAMs with noise using signal
processing techniques. Their analysis revealed that read and write operations in FeRAM produce distinguishable
side-channel signatures, especially under noisy conditions, indicating exploitable leakage.

4.2 Probing Attacks

A probing attack is an invasive technique that directly probes a signal wire to extract information from a chip using
micro- or nanoprobes. During a probing attack, an adversary accesses the internal wires and connections of a targeted
device to extract sensitive information. Various emerging physical probing methods can be used to gain unauthorized
access or compromise the integrity of stored information in an eNVM device. STT-MRAM cells usually consist of
magnetic and non-magnetic layers, placing the magnetic free layer near the middle of the device stack. This deep
positioning makes it hard to directly probe the magnetic free layer non-destructively using magneto-optical current
imaging (MOCI). Nonetheless, adversaries could potentially address this challenge by taking a cross-sectional image
or removing stack layers until they expose the data storage layer. FeRAM may face security risks from scanning
microwave impedance microscopy (sMIM) and scanning capacitance microscopy (SCM), which can detect changes
in capacitance and resistance, respectively. Another potential attack method on FeRAM is electron beam-induced
resistance change (EBIRCH), where changes in resistance can be measured using tools like electron beam-induced
current (EBIC) or electron beam-absorbed current (EBAC) and EBIRCH. PCM could be at risk from conductive atomic
force microscopy (CAFM) because it can detect the current state of the material, which varies between amorphous and
crystalline states. To execute such an attack, one might need to remove layers until the active layer is exposed. RRAM
employing HfO2 is not susceptible to MOCI due to the absence of ferromagnetic properties. However, if NiO material
with ferromagnetic properties is used, RRAM could be vulnerable to MOCI [76].

4.3 Fault injection (FI) Attacks

The supply noise in eNVMs, caused by high and asymmetric write currents, can be exploited for fault injection attacks.
The attacker can create deterministic supply noise by writing a specific data pattern. This noise can then propagate to
the memory space of the victim-user, leading to read/write operation failures.

In [77], Khan et al. conducted a fault injection experiment on RRAM-based last-level cache (LLC). The high write
current of RRAM can lead to supply noise, such as voltage droop and ground bounce. Their study showed that supply
noise induced by high write current can be transmitted to the neighboring banks and affect parallel read/write operations.
By manipulating the read/write data patterns, the attacker can influence the magnitude of the supply noise and thus
execute a fault injection attack. Shortly after, Petryk et al. [78] performed the first experimental laser fault injections on
actual HfO2-based RRAM cells. They successfully flipped memory bits using carefully tuned optical pulses. Most
recently, Kumar et al. [79] examined oxide RRAM under various injection methods (laser, electromagnetic pulses,
and read-disturb stress). According to their results, cells in the high-resistance ‘OFF’ state are far more vulnerable to
transient faults than low-resistance ‘ON’ cells, which showed considerable immunity.

Fault injection attacks on flash memory often target the instruction fetch or erase operations. Skorobogatov [80] used
infrared lasers to induce bit flips in embedded flash, effectively bypassing memory protection. Colombier et al. [81]
showed that a single laser pulse could corrupt instructions during fetch without changing stored flash contents. Viera et
al. [82] extended this with repeated pulses to cause permanent faults in flash cells. Schink et al. [83] established that
timed glitches can suppress flash erase during boot, allowing attackers to extract protected data in the process. These
attacks show that both transient and permanent faults in flash can be induced using laser or voltage glitching.
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MRAM has been shown to be vulnerable to both external and internal fault injection techniques. Khan and Ghosh [77]
introduced an internal fault model where high write currents in STT-MRAM create localized voltage droops, leading
to bit errors without the need for external injection. Later, Chakraborty et al. [84] demonstrated that strong external
magnetic fields can flip bits in commercial toggle MRAM chips. Yazigy et al. [85] showed that infrared laser pulses
can disrupt read and write operations in STT-MRAM by locally heating the memory cell. In 2024, Ahmed et al. [86]
reported that even moderate magnetic fields can corrupt data in 40nm STT-MRAM.

4.4 Row-hammer (RH) Attacks

The Row-hammer attack exploits electromagnetic interference to intentionally flip specific bits in DRAM memories by
repetitively accessing particular rows. These intentional bit-flips violate an important rule in secure computing called
memory isolation. This rule ensures a strict separation of application memory to prevent unauthorized changes in its
internal state. Few studies have investigated the impact of Rowhammer on eNVMs such as STT-MRAM. The reduced
thermal barrier in STT-MRAM could result in retention failures and make the bits sensitive to stray magnetic fields
and thermal noise. Researchers in [87] investigated the effects of Row-hammer attacks on STT-MRAM using high
write current. The effects of this attack on STT-MRAM are not as severe as DRAM, but it can create different types of
failures and affect more bit cells. At the same time, Row-hammer attacks can result in retention problems and read
disturb issues if read operations are conducted while cells experience disturbed current due to ground bounce. Such
attacks also introduce the possibility of read/write failures.

In 2022, Staudigl et al. [88] demonstrated a rowhammer-style attack on RRAM (memristor crossbars). Their experi-
mental results showed that repeatedly writing to selected cells on shared word or bit lines could flip bits in unselected,
neighboring cells. This was attributed to cumulative stress in half-selected RRAM cells due to voltage and thermal
coupling. The paper confirmed that the effect was reproducible and effective in both simulation and hardware prototypes,
marking a concrete realization of rowhammer in the RRAM domain.

Rowhammer-like effects have been demonstrated in MLC NAND flash, where repeated file system-level operations
induce bit flips in adjacent cells through program interference. IBM researchers [89] showed that such access patterns
can exploit threshold voltage shifts to corrupt neighboring data, revealing a new attack surface in flash-based SSDs.

4.5 Information Leakage (IL) Attacks

Information leakage attacks on eNVMs exploit their physical and electrical characteristics to infer sensitive data. Due
to factors like high write currents and asymmetric access behavior, memory operations can produce detectable side
effects, such as supply noise, which can unintentionally reveal information about sensitive data. An adversary may
extract partial knowledge of the memory contents without direct access by monitoring these effects.

In [90], Khan et al. described an information leakage attack on embedded RRAM, where an adversary exploits supply
noise generated by a victim’s write operation to infer sensitive data. High and asymmetric write currents in eNVMs
cause voltage droop and ground bounce, propagating through shared power networks. By performing rapid reads on
nearby memory regions, the adversary can detect read failures correlated with the victim’s write activity and estimate
the Hamming Weight of the victim’s data. The authors also stated that while their experimental modeling is based on
RRAM, the attack methodology applies to other eNVMs, including STT-MRAM. In their 2019 study, Kommareddy et
al. [91] showed that memristor-based crossbar arrays exhibit content-dependent write latency due to sneak path currents,
introducing a new class of information leakage channels. In their WRITE+TIME attack model, a malicious process
manipulates the resistive state of its memory cells to modulate the write latency and enable covert communication.
Additionally, Khan and Ghosh [1] identified information leakage vulnerabilities in STT-MRAM and MRAM arising
from data-dependent write and read currents.

4.6 Denial of Service Attacks

A DoS attack on memory disrupts legitimate access by overwhelming or destabilizing memory resources without
altering stored data. In eNVMs, adversaries can issue repeated high-current writes to induce supply voltage fluctuations,
triggering read/write failures in adjacent cells and effectively denying service to users.

The study by Khan et al. [1] presented a simulation-based investigation demonstrating the feasibility of DoS attacks on
RRAM by exploiting supply noise-induced failures. Specifically, the authors model a scenario in which an adversary and
a victim share an LLC so that the adversary can induce deterministic supply voltage droop and ground bounce through
carefully crafted high-current write operations. These noise artifacts propagate through the power grid and impact the
victim’s memory accesses. The results show that when the combined voltage loss at the victim’s bitcell exceeds 120 mV,
complete write failures occur, manifesting as a DoS attack. The study further characterizes polarity-dependent write
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Table 2: Summary of Risks Associated with eNVMs
eNVM Technology SCA Probing FI RH IL DoS Thermal
PCM [74] [76, 93] – – – – [94]
RRAM [73] [76] [77–79] [88] [90] [1, 92] [95]
MRAM [71, 72] [76] [77, 85] [87, 96] [1] [92] [97]
FLASH – – [81, 82] [89] – – –
FeRAM [75] [76] – – – – –

failures, observing that a supply noise range of 50-120 mV can selectively prevent LRS to HRS switching to enable 0 to
1 fault injection. While read-induced noise is also evaluated, the results indicate that inducing read errors for data ‘0’
requires significantly higher noise. The research work by Arafin et al. [92] highlighted that in processing-in-memory
(PIM) systems built on eNVMs such as RRAM and STT-MRAM, maintaining atomicity of in-memory operations
exposes new attack surfaces. In particular, adversaries may launch DoS attacks by corrupting PIM directory entries.
Such manipulations can delay or block legitimate read/write operations, causing significant service disruption.

4.7 Thermal Attacks

The temperature sensitivity of eNVMs can be exploited to launch thermal attacks. Almost all types of eNVMs are
susceptible to such attacks [1]. An attacker can accelerate charge leakage or trigger resistance drift in memory cells by
increasing the ambient temperature or applying localized heating. These thermal effects can shift cell states from their
intended values, causing bit-flips and leading to read or write failures in memories.

STT-MRAM is sensitive to thermal manipulation due to the temperature dependence of magnetization dynamics in
its MTJ structure. Jang et al. [97] demonstrated that heating the chip reduces the retention time and sense margin by
degrading parameters like saturation magnetization and polarization. Elevated temperature increases the likelihood of
read disturb and accelerates spontaneous bit flipping. Their simulations showed that heating and cooling can lead to
performance and security failures by subtly shifting write, read, and retention characteristics. RRAMs are vulnerable
to thermal manipulation due to temperature-dependent ion migration within their switching filaments. Staudigl et
al. [88, 95] demonstrated this with NeuroHammer, a thermal crosstalk-based attack that induces bit-flips by heating
adjacent cells through repeated switching. This localized heating accelerates the switching dynamics from high to
low-resistance states.

PCM-based analog in-memory computing is susceptible to temperature fluctuations, which can induce resistance drift
and unintended bit flips. Studies like [94] have shown that such thermal variations degrade computational accuracy
by shifting resistance values away from their intended states. These findings reveal a potential attack surface where
thermal manipulation could compromise data integrity in PCM systems.

Table 2 shows the summary of security attacks and vulnerabilities posed by eNVMs. It highlights the diverse range
of threats targeting different memory technologies. It is important to note that this table reflects only the presence
of published studies. The absence of a specific attack category for a given memory type does not indicate immunity,
but suggests that the vulnerability may remain underexplored or insufficiently studied in current literature. Among
the technologies listed, MRAM and RRAM are linked to the broadest range of documented threats. This diversity
likely reflects the extensive security research focused on these memories and their intrinsic device properties, such as
stochastic switching in MRAM and analog resistance variation in RRAM, making them attractive targets for attack
modeling. PCM is also associated with several known vulnerabilities, particularly fault injection, probing, and thermal
attacks. These threats can be largely attributed to its sensitivity to temperature and phase-change thresholds. Flash
appears in fault injection and row-hammer studies, consistent with its high-density charge storage architecture. FeRAM,
in contrast, is minimally represented across the attack categories. This limited coverage may not imply robustness but
rather highlights a gap in literature that warrants further investigation.

5 Research Trends

The growing interest in NVMs is evident in the rising volume of research within the field, reflecting a broader push
toward finding improved memory solutions for future technologies. Figure 6 illustrates the overall increase of research
publications focusing on the five major NVM technologies since the early 2000s. The data presented in this figure have
been collected from the Web of Science database. Flash dominated the early 2000s, reaching a peak around 2014 with
more than 600 publications. A gradual decline followed, likely driven by scaling limitations and increasing maturity in
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conventional applications. In contrast, RRAM and MRAM have experienced significant growth in research activity.
RRAM, in particular, showed a rapid increase beginning around 2010 and surpassed Flash in annual publication count
by 2020, highlighting its emergence as a scalable and adaptable memory candidate. MRAM has also demonstrated
steady growth, particularly after 2013, corresponding to progress in STT and SOT-based implementations. These shifts
suggest a clear transition in research focus toward more advanced and application-specific NVM technologies.
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Figure 6: Annual publication trends for non-volatile memory from 2000 to 2024.

This rising research activity corresponds closely with key technological milestones that have shaped the evolution of
NVMs. Figure 7 presents a timeline of major innovations and their integration into computing systems over the past
two decades. In the early 2000s, the semiconductor community began recognizing the inherent scaling limitations
of Flash, primarily due to physical constraints such as charge leakage and cell-to-cell interference. This realization
sparked interest in alternative memory paradigms. Between 2002 and 2004, PCM emerged as a viable candidate
offering multilevel cell capability. PCM was later adopted in enterprise-grade storage solutions due to its reliability
and density advantages. In 2005, MRAM entered the commercial arena, combining non-volatility with fast read/write
performance, making it suitable for embedded applications. By 2007, RRAM was proposed, offering a simple two-
terminal configuration with analog switching properties. These characteristics render RRAM particularly attractive for
both scalable memory and neuromorphic applications.

The timeline continued with the initiation of 3D NAND development in 2011, marking a significant architectural shift
to overcome planar NAND density limitations. In 2012, STT-MRAM began attracting substantial industrial attention
due to its high CMOS compatibility. Subsequently, 2013 witnessed growing enterprise interest in PCM. As these
technologies matured, hybrid memory architectures were explored in 2014 to combine the speed of DRAM with the
persistence of NVM [98]. This convergence laid the groundwork for in-memory computing, which gained momentum
between 2015 and 2016, allowing data processing within memory arrays and reducing latency and energy costs. In
2018, analog variants of NVM, such as RRAM and PCM, found utility in neuromorphic computing platforms, serving
as adaptive synaptic weights in brain-inspired systems. This progression paved the way for NVM-based AI accelerators
in 2019, optimized for parallel data processing and machine learning tasks. By 2024, the commercial integration of
NVM-AI platforms had been achieved, marking a notable milestone in the convergence of NVM technologies and
intelligent computing architectures.

6 Future Directions

As eNVMs gain traction in modern computing, their integration into the next-generation memory architecture for
intelligent computing offers several advantages. In particular, AI accelerators for in-memory computing with RRAM
and PCM support parallel and low-power matrix operations, helping to reduce data movement and improve energy
efficiency in edge systems [99]. Architectures like SOT-MRAM that feature separate read and write paths help lower
dynamic energy during frequent accesses. In addition to these architectural benefits, eNVM technologies are known
for their high density and compatibility with advanced CMOS nodes, making them well-suited for compact and
efficient SoC integration [100]. However, while eNVMs scale well at the device level, large-scale array deployment in
applications like deep learning introduces challenges. These include interconnect complexity, leakage currents, and
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variability in resistance states, especially at deep sub-micron nodes. Such limitations can compromise the reliability
of memory-intensive systems and necessitate careful cross-layer design considerations [101]. Looking ahead, the
integration of eNVMs into AI accelerators is expected to play a central role in the evolution of edge and neuromorphic
computing platforms. As AI workloads grow in complexity and scale, memory technologies such as RRAM, PCM,
and STT-MRAM offer promising capabilities for supporting localized and parallel computation while minimizing
data movement bottlenecks. In the near term, advances including 3D-stacked NVM arrays, hybrid CMOS-eNVM
compute fabrics, and multilevel resistance encoding are projected to significantly enhance computational density and
energy efficiency. Beyond these architectural innovations, future directions may involve co-designing AI models
and eNVM-based hardware to leverage intrinsic device characteristics for intelligent and context-aware processing.
Collectively, these developments are expected to reshape the architecture of memory systems for next-generation
intelligent computing.

Furthermore, other limitations can impact the broader applicability of eNVMs in computing and security domains.
Notably, endurance remains a concern in write-heavy workloads such as those found in deep neural network training,
where frequent updates can degrade devices like STT-MRAM, PCM, and RRAM [102]. Compared to SRAM, eNVMs
tend to have higher write latency and energy consumption. This creates a trade-off where the benefits of non-volatility
come at the expense of reduced performance in real-time applications. Future work may focus on improving endurance
and write efficiency, so that eNVMs can more effectively support applications with high performance and frequent
update demands.

In parallel with architectural advancements, the growing adoption of eNVMs raises concerns regarding their security
resilience. There is an increasing need to assess their vulnerability to various threats at both the device and system levels,
such as fault injection from peripheral interfaces. System-level features like wear-leveling could also be exploited for
attacks. The security community should consider new attack vectors beyond denial of service and fault injection. Areas
such as information leakage in eNVMs require more attention due to the many ways they can be exploited for data
leakage. A multilayered approach is needed to address these challenges to enhance eNVM security against physical
attacks. One can integrate nanopyramid structures and protective shields at the device level to protect against optical
attacks. Material-based approaches like antiferromagnetic materials and superconductors can also be explored. Carbon
nanotube resistance sensors can also be integrated for real-time tamper detection [76].
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Beyond physical tamper protection, ensuring the authenticity of the eNVM hardware itself is critical. Counterfeit
detection techniques that identify recycled or cloned memory chips should be developed to secure the hardware
supply chain. These methods must be lightweight and architecture-aware to minimize performance and area overhead.
Alongside such preventative strategies, one of the most pressing challenges in mitigating eNVM attacks is developing
efficient detection methods. Future research approaches can explore new device engineering techniques that reduce
vulnerabilities without adding significant overhead. As post-quantum cryptography continues to gain momentum,
future research could examine the potential of eNVMs as secure storage platforms for quantum-resistant algorithms.
This includes evaluating whether their endurance and retention capabilities can support the frequent key updates and
computational demands associated with post-quantum cryptographic schemes.

7 Conclusion

As eNVMs become essential components in modern computing systems, their security implications require dedicated
and ongoing attention. This paper has provided a comprehensive analysis of both the capabilities and vulnerabilities
associated with eNVM security. In addition to reviewing their architectural foundations, we have identified key
design factors contributing to their susceptibility to security threats. Our study also presents a detailed discussion
of current research trends in eNVM-based security solutions. It is evident from the literature that eNVMs serve as
promising candidates for building security primitives such as PUFs and TRNGs. However, the same features that enable
these applications also expose eNVMs to a wide range of physical and logical attacks. We have discussed several
attack vectors highlighting the spectrum of security threats targeting eNVMs across different technologies, including
information leakage, denial-of-service, and thermal attacks. Furthermore, this work includes an analysis of publication
trends and technological advancements in the eNVM domain over the past two decades. We hope this study serves as a
comprehensive reference for researchers seeking to understand both the security benefits and the challenges associated
with eNVM integration in secure system architectures.
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