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Abstract

Autonomous browsing agents powered by large language models (LLMs) are
increasingly used to automate web-based tasks. However, their reliance on dynamic
content, tool execution, and user-provided data exposes them to a broad attack
surface. This paper presents a comprehensive security evaluation of such agents,
focusing on systemic vulnerabilities across multiple architectural layers.

Our work outlines the first end-to-end threat model for browsing agents and pro-
vides actionable guidance for securing their deployment in real-world environments.
To address discovered threats, we propose a defense-in-depth strategy incorporat-
ing input sanitization, planner-executor isolation, formal analyzers, and session
safeguards—providing protection against both initial access and post-exploitation
attack vectors.

Through a white-box analysis of a popular open-source project Browser Use,
we demonstrate how untrusted web content can hijack agent behavior and lead to
critical security breaches. Our findings include prompt injection, domain validation
bypass, and credential exfiltration, evidenced by a disclosed CVE and a working
proof-of-concept exploit.
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1 Introduction

Recent advancements in Large Language Models (LLMs) have significantly accelerated
the development of various autonomous agents capable of executing complex tasks with
minimal human intervention. Among these, autonomous and collaborative browsing
agents have emerged as particularly compelling due to their ability to navigate the web,
interact with web applications, and automate information retrieval. Notable examples of
such agents include, but are not limited to, the open-source Browser Use[21], OpenAl’s
Operator[31], and Anthropic’s Computer-Use[12]. Although each of these systems
masssive capabilities, only Browser Use is open source, having garnered significant at-
tention within the research and development communities, and has accumulated over
60,000 stars in its repository as of this publication. This extensive adoption highlights
both its potential and the security concerns associated with its widespread use.

Given the increasing reliance on autonomous browsing agents for both individual and
enterprise applications, identifying and mitigating security vulnerabilities within these
systems is of paramount importance. The attack surface of such agents is particularly
large, extending beyond the LLM itself to include the underlying web driver, execution
environment, and external dependencies. These systems frequently interact with sensitive
user data, such as login credentials, session tokens, and API keys, making them attractive
targets for adversaries. Furthermore, their ability to perform authentication on behalf of
users introduces additional security challenges, as unauthorized credential storage, misuse
of session tokens, or impersonation attacks could lead to severe breaches.

Research Questions. Informed by the growing adoption, architectural complexity,
and emerging security concerns surrounding autonomous LLM-based browsing agents,
this study seeks to answer the following key research questions:

e RQI1: What are the structural and systemic factors that make open-source au-
tonomous browsing agents, such as Browser Use - susceptible to prompt injection
and related attack vectors?

e RQ2: Do inherent architectural design choices in browsing Al agents introduce sys-
temic vulnerabilities that adversaries can exploit?

e RQ3: How do common agent components (Perception, Reasoning, Planning, Tool
Ezecution) contribute to the feasibility and severity of exploits such as credentials
exfiltration, unauthorized task execution, and agent observability?

e RQ/4: To what extent can current mitigation techniques (e.g., input sanitization,
architectural isolation, formal analyzers) reduce the success rate of prompt injection
attacks under realistic deployment scenarios?

These questions guide our case study, attack taxonomy, mitigation framework and
further security assessment of Browser Use, forming the basis for a holistic security eval-
uation of autonomous LLM-based web agents.

In the concluding phase of our security assessment, we demonstrate that these agents
are vulnerable to prompt injection attacks, which can be exploited to exfiltrate stored or
actively used credentials. By manipulating prompts and leveraging the model’s execu-
tion flow, an attacker can trick the agent into revealing sensitive information, ultimately
leading to the compromise of multiple user accounts. This attack vector underscores
the critical need for robust security frameworks, input sanitization techniques, and fine-
grained access control mechanisms in autonomous browsing agents.

Our findings emphasize the necessity of a multi-layered security approach, including
strict isolation of credentials, adversarial testing methodologies, and real-time anomaly
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detection to mitigate these risks. As autonomous browsing agents continue to evolve and
integrate into mainstream workflows, ensuring their resilience against emerging threats
will be crucial in preventing large-scale security incidents.

2 Current State-of-The-Art Browsing Agents

2.1 Introduction

AT browsing or web agents are autonomous systems that use Large Language Models
(LLMs) to navigate and interact with websites on behalf of a user. They typically perceive
web content (through page text or visual renderings) and perform actions such as clicking
links, filling forms, or entering text, in order to accomplish user-specified tasks [1, 7].
Unlike a standard chatbot, which only produces textual responses, a web agent operates
in an iterative sense-plan-act loop [3]: it observes the state of a webpage, reasons about
the next step, executes an action (e.g. clicking a button), then receives the new webpage
state, and so on until the task is complete. Recent advances in LLMs (e.g., 03, Gemini
2.5 Pro, Claude 3 Opus) have greatly expanded the capabilities of such agents, enabling
complex multi-step tasks like booking travel, shopping, or data extraction across the
web [19]. Web agents hold the promise of automating many workflows by leveraging
existing web interfaces.

2.2 Agent Capabilities and Performance Benchmarks

Browsing agents have evolved significantly from early simulations to modern evaluations.
This timeline highlights key developments that enhance their ability to navigate real-
world scenarios.

MiniWoB Intro WebArena Launch

MiniWoB marked the beginning of Al web agent WebArena introduced a realistic browser
benchmarks, focusing on simple navigation tasks simulation, allowing agents to interact with actual
in a controlled setting. However, it fell short in websites. This advancement enabled multiple
addressing real-world complexities and dynamic action strategies but still relied heavily on textual
web interactions. representations, lacking vision capabilities.

Launch of Mind2Web Next-Gen Voyager

Mind2Web advanced the evaluation of agents WebVoyager represents the next leap, utilizing
through offline datasets, assessing their ability to Selenium for real browser interactions. It
follow predefined human actions. Yet, it lacked an supports complex workflows and integrates
interactive environment, limiting agents to a multimodal capabilities, yet its performance is
single correct action path. still limited by current LLM planning efficiency.

Figure 1: Browsing Agents Benchmark Timeline

Early efforts toward web agents often evaluated them in simplified environments.
For instance, the World of Bits/MiniWoB simulators [34] provided basic web-like
Uls for agents to practice navigation in a controlled setting, but with limited realism.
More recently, researchers introduced benchmarks like Mind2Web [5] and WebArena
[11] to better measure web agent abilities. Mind2Web is an offline dataset of web tasks
(compiled as textual descriptions and human action traces) on which agents are evaluated
by how well they can follow a “golden” action sequence for each task. This step-by-step
evaluation, however, covers only one correct strategy per task and may not capture the
full flexibility of an agent. WebArena, on the other hand, provides a realistic browser
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environment (simulating real websites with an accessible DOM) where agents can be
tested online. It introduced more complex, dynamic web tasks than prior simulators.
Still, these tasks were typically evaluated on textual page representations (the DOM or
accessibility tree) and with metrics focusing on task success, without fully open-ended
interaction.

To push toward real-world applications, recent work has moved to evaluating agents
directly on live websites. WebVoyager[19] is a notable end-to-end web agent that oper-
ates a real web browser via Selenium, taking screenshots and DOM information as input.
The authors compiled a new benchmark of 300 user tasks across 15 popular websites
(including e-commerce, email, flight booking, etc.), designed to test an agent’s ability to
complete goals like:

e “find the price of a 2-year warranty for a product on Amazon”
e “delete an email from a specific sender”

Unlike Mind2Web’s fixed trajectories, these tasks allow multiple possible strategies. We-
bVoyager uses a multimodal GPT-4V-based model to observe each page (vision + text)
and a planning module to decide among browser actions (click, scroll, type, etc.) until
the task is done.

2.3 WebVoyager Benchmark Results

Given the growing number of Al-powered browsing agents both commercial and open-
source we needed to select a state-of-the-art open-source agent for our evaluation. This
choice required to reflect the current trajectory of advancements in this field and ensure
that our analysis remains relevant and applicable.

As discussed in the previous section, the most widely adopted benchmark for evalu-
ating such agents is the WebVoyager Benchmark.

Below is a summary of the top-performing agents and their success rates:

Agent Modality Overall Success Rate
Browser Use[22]  Multimodal 89.1%
Proxy|[27] Multimodal 88%
Operator[31] Multimodal 87%
Skyvern 2.0[33] Multimodal 85.8%
Agent-E[17] Text-only 73.1%
Runner H 0.1[14] Multimodal 67%
WebVoyager[19]  Multimodal 59.1%

Table 1: Performance of top agents on the WebVoyager benchmark.

Its results highlight the rapid progress in web agent capabilities, with leading frame-
work such as Browser Use consistently achieving top performance. As an open-source
solution, Browser Use represents a cutting-edge implementation of browsing Al agent
infrastructure, making it an ideal candidate for attack surface analysis and security risk
assessment.
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3 Browsing AI Agents: Attack Surface Analysis

3.1 Component Overview

To facilitate understanding, we introduce the following core concepts and terminology:
Perception, Reasoning, Planning, and Tools. In some papers, the components
Reasoning and Planning are collectively referred to as the ”brain” to simplify under-
standing.

e Perception: This component enables an agent to process user input by converting
it into input embeddings through tokenizers (for large language models) and, in
some cases, applying input formatting.

e Reasoning: This component refers to a large language model (LLM) designed to
assist in decision-making and strategy formulation. It evaluates possible outcomes
and optimizes actions to achieve specific objectives.

e Planning: This component is responsible for devising strategies and sequencing
actions to accomplish complex tasks. It involves evaluating multiple possible courses
of action and selecting the most effective approach based on the given objectives.

e External Tool Calls: This refers to the agent’s ability to interact with external
tools, APIs, or functions to extend its capabilities beyond reasoning alone. Collec-
tively, such interactions are referred to as actions.

These terminologies also could be explored in detail at [16].

As the vast majority of browsing and computing engines [31, 12, 27| remain closed
source, their exact architecture cannot be described. However, based on published papers
from private labs, the most popular open-source browsing agent [21] along with obser-
vations pertaining to the corresponding agents’ demonstration we have aggregated all
available information and summarized it in subsequent diagram and technical documen-
tation to better understand the complexity and nature of the aforementioned software.
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(Figure 1. The general flow of browsing Al agents)
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Introduction

The process begins with the activation of the Perception stage, triggered by a user-
defined task. Based on the literature review and demo observations, we found that ad-
vanced AT agent platforms—such as OpenAl’s Operator[32] and Anthropic’s Computer
Use[12]—implement this stage using smaller, specialized models instead of deploying a
full-scale LLM. This design choice significantly improves computational efficiency and
reduces processing overhead. In contrast, smaller-scale implementations and open-source
agent frameworks typically integrate Perception, Reasoning, and Planning into a
single iteration, forgoing such architectural optimizations. A representative example of
this approach is Browser Use [21].

Perception

The perception stage involves data extraction [32] and sometimes tokenization [27] of the
parsed elements.

As Both Planning and Reasoning are integral to a feedback loop that refines out-
puts extracted from the browser. Through our investigation, we identified two primary
methodologies for data extraction:

1. DOM Extraction and Parsing: The most commonly used method, involving
direct retrieval and structuring of the Document Object Model (DOM) content.
This facilitates seamless transfer of observed page data to the LLM or SLM,
enabling informed decision-making and subsequent execution of actions.

2. Computer Vision-Based Extraction: This approach analyzes rendered web
pages visually, detecting and classifying Ul elements such as buttons, lists, and
paragraphs. By providing a higher-level semantic understanding of webpage struc-
tures, this method allows agents to parse non-traditional or dynamically generated
content.

Reasoning and Planning in AI Browsing Agents

In Al-driven browsing agents, the Reasoning and Planning stages are typically exe-
cuted within a single iteration rather than being treated as distinct phases. The primary
external tool in this context is the browser, which may operate in headless mode or an
interactive configuration depending on execution constraints.

Through our in-depth review of recent literature, we found that Al-powered browsing
agents primarily rely on either Large Language Models (LLMs) or Computer Vision
models [32]. For instance, the Operator paper introduces a new class of model known as
the Computer-Using Agent (CUA), which builds on the GPT-40 vision model architecture
with an added reinforcement learning layer to enhance advanced reasoning capabilities.
However, there are notable exceptions—such as Convergence Al (Proxy) [25]—which
diverge from this trend by employing a custom-trained Small Language Model (SLM)
specifically for the Reasoning and Planning stages, rather than using conventional
LLMs.

Moreover, our research indicates that utilizing a general-purpose LLM rather than
a fine-tuned model enhances both performance and security. This approach fosters im-
proved contextual understanding during the Reasoning phase while increasing the ro-
bustness of Planning by mitigating biases and limitations inherent in smaller, specialized
models.
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Privacy and Anonymization Strategies

AT agents may interact with users through predefined forms, particularly for handling
sensitive data, such as personally identifiable information (PII), credentials, and pay-
ment details. These interactions are critical for non-trivial use cases requiring authenti-
cation and authorization flows.

If the agent processes sensitive data, it must implement anonymization techniques
before transmitting requests to an external Al model to ensure privacy. This requirement
is particularly crucial when operating over networks beyond the control of the user or
organization.

Multiple anonymization techniques exist, each varying in complexity and effectiveness
depending on system security constraints. A common method follows this structured
approach:

1. Establish a mapping dictionary that associates each sensitive _data name with
its corresponding sensitive _data value. This mapping remains within the user-
controlled environment to maintain data confidentiality.

2. When constructing prompts for the LLM provider, replace actual sensitive values
with sensitive_data_name placeholders to prevent inadvertent exposure.

3. Upon receiving a response, substitute all instances of sensitive data name with
their respective sensitive_data value before presenting the final output to the
user.

This methodology ensures that Al agents can process contextually relevant informa-
tion while upholding stringent data protection standards. Alternative anonymization
strategies may be explored depending on the system’s security and operational require-
ments.

In subsequent references, we will refer to this approach as the user-sensitive data
replacement and substitution technique. This technique was first introduced by the open-
source project Browser Use [21]. While it is relatively straightforward to implement, it
introduces certain security risks, which will be explored in later sections. Notably, since
AT models are inherently non-deterministic, there is a risk that placeholder substitutions
may inadvertently include incorrect or unintended sensitive data.

Prompt Construction and Execution

Once the user’s request has been specified and any optional sensitive data handled, the
prompt is structured to ensure consistency in task execution and agent interaction with
external environments. A well-defined prompt typically follows this format:

1. Defining the Agent’s Role:
(a) Analyze and interpret relevant input data, such as webpage structures or struc-
tured documents.

(b) Execute tasks based on the provided information while maintaining contextual
awareness.

(¢) Generate outputs in a structured format (e.g., JSON) for seamless parsing and
automated execution.

2. Input Representation:
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(a) Preserve essential contextual information, such as the system’s current state
(e.g., active session details, document structures, or execution parameters).

(b) If the agent operates iteratively, incorporate prior contextual data to ensure
consistency across executions.

3. Supported Interaction Mechanisms:

(a) The agent should support predefined callable functions that enable dynamic
execution, which we refer to as tools in alignment with the aforementioned
terminology. Common functions include:

e navigate (e.g., navigate to a specific URL in the current tab)

e extract_content (e.g., extract content from the page or interact with
elements to retrieve specific information)

e input_text (e.g., enter text into an interactive input field)
e submit_input (e.g., submit a form, typically by triggering a click event)

4. Task Execution and Context Management:

a) The agent must retain context across iterations to enhance decision-makin
g g
and improve long-term task execution.

Security Considerations and Model Limitations

While the aforementioned approach, which incorporates a specifically tuned SLM, may
introduce additional susceptibility to prompt injection attacks due to its limited
post-training phase, it remains inconclusive whether smaller models are inherently more
vulnerable than larger ones. Further empirical studies are required to determine the
impact of model size on adversarial robustness.

Execution and Feedback Loop Mechanism

Once the response is processed by the LLM and returned in the predefined structured
format, the agent parses the output and executes the identified functions. If placeholders
for sensitive data are detected, they are replaced with corresponding actual values before
execution. The agent then interacts with its operational environment using native system
mechanisms, adjusting its execution mode based on the context-whether operating in a
headless or interactive configuration.

The agent operates within an iterative feedback loop, continuously refining its out-
puts to align with the user’s intended objectives. If execution constraints render the
initial conditions infeasible, the agent dynamically adjusts its strategy to optimize task
completion, ensuring adaptability within complex environments.

3.2 Associated Risks
3.2.1 Overview of Existing Risk Analysis/Threat Modeling Methodologies

Existing threat modeling methodologies, such as those based on the STRIDE frame-
work [2], have traditionally focused on adversarial machine learning-level attacks. These
approaches emphasize threats such as data poisoning, backdoor insertion, and adversarial
examples [18].
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Browsing Al agents integrate web navigation, autonomous decision-making, and ex-
ternal tool usage. Consequently, their threat landscape spans beyond adversarial ma-
nipulations of a model’s parameters, encompassing vulnerabilities in prompt handling,
user-supplied goals, and interactions with potentially malicious web resources. Attack
vectors such as unauthorized task execution, credential exfiltration, or domain whitelist-
ing bypass can arise from web content rather than strictly from adversarially optimized
inputs to the model.

Recognizing these unique challenges, we adopt the MAESTRO (Multi-Agent En-
vironment, Security, Threat, Risk, and Outcome) framework [28], which is designed to
analyze the layered, interactive nature of autonomous Al systems more comprehensively.
MAESTRO’s multi-layered perspective facilitates a systematic examination of the vul-
nerabilities inherent in browsing Al agents, taking into account both ML-centric risks
and broader infrastructure or operational concerns.

3.2.2 Short MAESTRO Framework Overview

The MAESTRO framework partitions an Al agent’s architecture into seven layers, each
corresponding to a functional or cross-cutting domain [28]:

1. Foundation Models: The core large language model (LLM) or other Al founda-
tion upon which the agent is built.

2. Data Operations: All aspects of data ingestion, transformation, and storage.

3. Agent Frameworks: Tools, libraries, and abstractions enabling autonomous plan-
ning and decision-making.

4. Deployment and Infrastructure: The environment(s) in which the agent is
hosted, including sandboxed and local /remote scenarios.

5. Evaluation and Observability: Mechanisms to observe, log, and evaluate the
agent’s outputs and behaviors.

6. Security and Compliance (Vertical Layer): A cross-layer function ensuring
security controls, compliance, and governance.

7. Agent Ecosystem: The real-world domain, user base, and broader marketplace
where the agent operates.

For browsing Al agents, these layers manifest as a chain of interconnected systems
(e.g., Perception, Reasoning, Planning, External Tool Calls), where each system compo-
nent has a distinct role in processing input, formulating strategy, and performing actions.
Before we start the threat model, we’ll match each main part of a browsing Al agent to
its MAESTRO layer.
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MAESTRO Layer

Browsing Al Agent Components

1 - Foundation Models

Vision encoder (for page screenshots/GUI elements), base LLM
that does reasoning + planning, and any auxiliary embedding
model.

2 - Data Operations

Page artefacts the agent ingests or stores: raw DOM trees,
rendered HTML fragments, screenshots, extracted text snip-
pets, cookies/local-storage state, and vector-store indexes of page
chunks.

3 - Agent Frameworks

The browsing-agent runtime itself: prompt templates, percep-
tion—reasoning—planning loop, tool registry.

4 - Deployment & In-
frastructure

Headless/remote browser instances, container images, sandbox pro-
files, GPU or CPU worker pools, network egress proxies, and au-
toscaling orchestration.

5 - Evaluation & Ob-
servability

Telemetry collected from each browse cycle: navigation traces, ac-
tion/event logs, token usage, latency metrics, screenshots, console
logs, and replay artefacts.

6 - Security & Compli-
ance

Credential storages for authentication, domain allow/deny lists,
rate-limit enforcers, content-filter pipelines, sandbox escape guards,
and policy engines for data-handling rules (PII masking, regulated-
site blocks).

7 - Agent Ecosystem

Multi-agent collaboration: tool calling/communication protocols -
e.g. MCP, A2A, AGNTCY, shared knowledge bases, collaborative

workflows.

Table 2: Mapping Browsing Al Agent Components to MAESTRO Layers

Cross-Layer Threats: As browsing agents accept untrusted natural-language or page-
scraped text at nearly every step, prompt injection constitutes the most pervasive
attack vector in practice. A single malicious string may be introduced in the Agent
Ecosystem (L7) or Data Operations (1.2); once ingested from user input, DOM content,
or a shared memory cell, it compromises the constraint set of the Foundation Model (L1),
compelling the Agent Framework (L3) to emit adversarial tool calls. These calls are
executed within headless browsers at the Deployment & Infrastructure layer (L4), where
they can exploit sandbox or container weaknesses, modify session cookies, or open remote-
debug ports. Any resulting telemetry may be falsified or drown in noise within Fvaluation
€9 Observability (L5), while stolen cookies or API keys threaten Security & Compliance
(L6). Finally, the corrupted agent may propagate falsified knowledge or delegated tasks
back into the multi-agent mesh (L7), amplifying the breach. This progression illustrates
that effective risk management must treat MAESTRO as an interdependent stack rather
than a set of isolated control planes.

Layer-by-Layer Threat Analysis for Browsing AI Agents: In contrast to purely
adversarial ML attacks, browsing Al agents exhibit a much broader attack surface due
to their continuous interaction with dynamic web content, external tools, and special-
ized user inputs. The MAESTRO framework provides a structured, layered approach
to capturing these intricacies. The tables in Appendix A offer a detailed perspective,
highlighting how each part of the browsing agent architecture can introduce significant
risks if not properly controlled. Applying consistent governance, security, and compli-
ance measures across all layers is essential for deploying robust and reliable browsing Al

10
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agents.

4 Mitigation

4.1 Overview

As discussed in the previous section, one of the most probable and severe vulnerabilities
is prompt injection. It is typically mitigated through secure fine-tuning, LLM firewalls,
or post-training procedures.

In general, the larger a language model, the more context it has to detect prompt
injection. However, its effectiveness also depends on the post-training phase and the
number of cases handled during it.

Nevertheless, a general trend can be observed: larger models tend to perform better
in mitigating prompt injection attacks [24].

Autonomous browsing agents, often powered by large language models (LLMs), are
vulnerable to a broad spectrum of security threats. While numerous classification frame-
works exist, we group these threats into two main categories: initial access attacks,
which establish a foothold on the system, and post-exploitation attacks, covering
the subsequent stages of the attack lifecycle - such as execution, defense evasion, data
collection, and exfiltration [30].

Based on the findings from multiple research papers, the following sections summarize
a variety of mitigation techniques organized by these categories, with a focus on both the
root causes of vulnerabilities and their further exploitation in real-world systems.

(r) The following protection methods are designed to safeguard the Perception,

e/ Reasoning, and Planning components of browsing Al agents. The Exter-
nal Tools component and its integration fall under traditional cybersecurity
practices, such as application security (e.g., source code review, penetra-
tion testing) and proactive monitoring techniques (e.g., anomaly detection,
log analysis, threat intelligence integration, and real-time alerting systems).
These topics, however, are beyond the scope of this research.

4.2 Defending Against Initial Access Attack Vectors

Initial access vectors predominantly arise from two major knowledge gaps in Al agent
security[16]:

e Gap 1 — Unpredictability of multi-step user inputs
e Gap 2 — Interactions with untrusted external entities

For autonomous browsing agents, widely adopted intermediary reasoning techniques,
such as Chain of Thought (CoT), further amplify the unpredictability of user-input
transformations and their downstream effects. A prime example of an untrusted external
entity is webpage content, structure, or metadata, all of which can be weaponized into
malicious payloads.

The interplay between these gaps gives attackers an effectively limitless payload-
delivery surface, enabling a wide range of user-input-based exploits. This includes both
classic vulnerabilities - such as Cross-Site Scripting (XSS), command injection and LLM-
specific attacks like prompt injection or jailbreaking, where adversarial inputs (often
embedded in external data) coerce an agent into executing unintended commands.

11
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Mitigations fall into prompt-level defenses, model-level strategies, and system-level
architectures:

4.2.1 Input Sanitization and Encapsulation

One approach is to strictly delimit user prompts or untrusted content so they cannot
override system instructions. For example, using delimiters like special tokens or markers
around user queries confines the agent to that content[9]. Similarly, instructional recon-
structions rewrite or filter the prompt to ensure only user-intended instructions remain.
Techniques like sandwiching (appending a safe guard instruction after tool outputs) fur-
ther neutralize hidden malicious directives.

O However, relying solely on input sanitization and encapsulation is insufficient
e in the majority of situations.

4.2.2 Automatic Paraphrasing

Another strategy is rewriting incoming text to break specific attack patterns. Paraphras-
ing the content can disrupt malicious trigger sequences (like special token patterns or
hidden commands) that prompt injections rely on[8]. By altering the exact formatting
of data (e.g., reordering steps or changing wording), the agent reduces the chance that
hidden instructions survive intact.

4.2.3 LLM-Based Detection

Many systems employ a secondary LLM or classifier to scan for signs of prompt injection
in tool outputs or user inputs. This detector, often fine-tuned on known attacks, flags or
removes malicious content before it reaches the agent’s planning module[6]. For instance,
AgentDojo’s baseline defense pairs a GPT-4 agent with a prompt-injection detector,
cutting attack success rates from ~25% to about 8% in their tests. However, static
detectors can be evaded by new or sophisticated attacks[29], highlighting the need for
more robust solutions.

4.2.4 Robust Prompting & Fine-Tuning

Model-level defenses involve training or prompting the LLM to better distinguish in-
structions vs. data. This could mean introducing an instruction hierarchy, structured
query formats, or system prompts that teach the model to treat certain content as non-
executable data. Fine-tuning on adversarial examples or using special tokens (e.g., <sys>
and <user> tags) can improve the model’s inherent resistance to injections[9]. Yet, as one
study notes, purely model-based defenses often fail to generalize and can be sidestepped
by tailored attacks.

4.2.5 Architectural Isolation — Planner vs. Executor

A more theoretical security model is to restructure the agent’s architecture. The f-secure
LLM system [23] exemplifies this, it disaggregates the LLM agent into two parts:

e A planner that handles high-level decision-making with strictly trusted inputs.

e An executor that performs actions (tool calls) on all data, including untrusted
content.

12



ARIMLABS The Hidden Dangers of Browsing AI Agents

A security monitor enforces that only sanitized or trusted data influences the planner’s
decisions. This way, even if an attacker injects malicious text into, say, a webpage or
email, it can not directly alter the agent’s future plans because the planner never sees
untrusted content in raw form. Studies show that such a pipeline can reduce prompt
injection success to 0% in benchmarks while preserving normal functionality[23].

4.2.6 Formal Security Analyzers

Some approaches embed a formal rule-checking layer between the LLM and action
execution. A formal approach was proposed in [13], where Al agents are combined with
a security analyzer that imposes hard constraints on agent actions. Using a domain-
specific security language, developers can write rules like: “Disallow sending email if the
content includes sensitive data from an untrusted source” or “Forbid code execution from
content fetched from external URLs.” Before the agent executes any tool, the analyzer
checks the proposed action against these rules and blocks it if it violates a policy. Unlike
best-effort detection, this method provides strict guarantees that certain unsafe behaviors
(e.g., reading a leaked credential and sending it out) will be prevented by design.

4.3 Defending Against Post-Exploitation Attack Vectors

Despite best efforts, we must assume some attacks will succeed. Post-exploitation mit-
igations limit the impact and provide resilience when an agent has been partially com-
promised:

4.3.1 Agent State Reset (Session Isolation)

If an attack is detected or even suspected, the agent should reset its internal state. This
might mean wiping or invalidating its memory, ending the current conversation/session,
and starting fresh. The Security of AI Agents paper[20] discusses how managing
sessions can be vital — isolating each interaction so that an exploit in one session doesn’t
persistently taint the agent. Agents can be designed to frequently rotate or clear context,
minimizing what an attacker can latch onto.

4.3.2 Information Flow Control Policies

Implement rules that track data provenance and prevent unauthorized flows. For example,
a formal analyzer can declare that any content read from a private document cannot be
sent to an external URL or chat without sanitization. One example in [13] describes
a rule that prevents an agent from accessing a confidential Google Sheet and sending a
Slack message with a link preview, effectively mitigating a stealthy exfiltration vector. By
defining “sources” (sensitive data locations) and “sinks” (potential exfiltration channels),
the agent can automatically block or require approval for risky combinations of actions.

4.3.3 LLM-Based Memory Inspection

Agents with long-term memory (storing prior interactions or retrieved info) can become
targets for memory poisoning — where an attacker plants secrets in memory to be leaked
later. Defenses like perplexity-based scanning[4] check if the agent’s memory contains
unusually predictable (thus likely injected or compromised) text. A low-perplexity se-
quence might be a sign of an attacker’s known payload, prompting the agent to exclude
or verify it. Alternatively, having a second LLM review the memory for signs of injected
instructions or sensitive content can catch and remove such data.
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4.3.4 Activity Audit and Throttling

Maintain detailed logs of agent actions (tool calls, external requests, etc.) and monitor
them in real-time for anomalies. If an agent suddenly takes a series of high-risk actions
(e.g., downloading files, then executing code, then sending data externally), an oversight
system can step in to pause or throttle the agent. Rate limiting certain actions (like
sending multiple emails or performing many file writes in succession) gives administrators
a chance to intervene on suspicious activity.

4.3.5 Fallback to Safe Mode

An agent can have a restricted “safe mode” it enters after a potential compromise. In
safe mode, only a minimal set of read-only actions are allowed, and any attempt at
a high-risk operation prompts a failure or a request for human review. For instance,
OpenAl’s Operator has built-in defenses against adversarial websites that may try to
mislead Operator. Dedicated “monitor model” watches for suspicious behavior and can
pause the task if something seems off[32].

4.3.6 Red Team and Patching Cycle

Post-exploitation is also about learning. The AgentDojo framework[15] highlights the
value of continuously evaluating agents with new attack scenarios. When an exploit is
found, developers should patch the agent’s logic or add defensive rules, then incorporate
that attack into a regression suite. Over time, the agent becomes harder to compromise
as it has specific mitigations for known attack patterns. Essentially, treat any post-
exploitation report as a test case to harden the agent for the future.

Summary: In essence, the protection strategy is based on restrirestricting the 1/0 of
the agent. By monitoring the data flow and adding both automated and manual checks
on what leaves the agent, we significantly reduce the risk of successful impact.

Additionally, these post-exploitation techniques embody a resilience mindset: Assume
breaches will happen, detect them quickly, limit their scope, and recover fast. By design-
ing agents with these contingencies, we prevent a single successful injection or exploit
from leading to total system compromise or data loss.

4.4 Conclusion of the Mitigation Analysis

Building secure autonomous browsing agents requires a multi-layered approach. Practical
implementation strategies like prompt sanitization, sandboxing browsers, tokenizing au-
thentication, and revoking credentials - address immediate technical risks in how agents
operate. Meanwhile, theoretical models and frameworks such as the f-secure LLM sys-
tem’s information flow control pipeline or Al agents augmented with formal security
analyzers - provide blueprints for deeper resilience by design. Benchmarking efforts (e.g.,
AgentDojo and ASB) reinforce that no single defense is foolproof; agents need a combina-
tion of detection, prevention, and containment strategies to cover diverse attack vectors.

By categorizing mitigations into prompt-level defenses, authentication safeguards, web
driver security, exfiltration prevention, and post-exploitation response, we can system-
atically address the root causes of vulnerabilities. The overarching theme is isolation
of trust: isolating what the agent can trust (its instructions, credentials, environment)
from what it cannot (user-provided or external data). Through careful design and ongo-
ing evaluation, autonomous agents can become significantly more robust against prompt

14



ARIMLABS The Hidden Dangers of Browsing AI Agents

injections, tool exploits, and other emerging threats, enabling them to operate safely in
complex, untrusted environments.

5 Security Assessment: Browser Use

5.1 Introduction

As part of our research, we conducted a security and technical readiness evaluation of
several Al-powered browsing agents. While most of these agents are proprietary, one
open-source alternative—Browser Use—stood out as a promising candidate for a white-
box assessment.

To that end, we performed an in-depth white-box security evaluation of the Browser
Use agent. Our rationale is that many of the proprietary counterparts follow similar
architectural patterns and design decisions. Consequently, vulnerabilities discovered in
Browser Use are likely to have practical relevance to those closed-source systems as
well.

Disclosure Process

As part of our security assessment, we attempted to responsibly disclose the identified
vulnerabilities to the maintainers of Browser Use, initiating contact with the intent to
support collaborative remediation efforts. One of the discovered vulnerabilities, which
directly affects the core functionality of Browser Use, was formally reported and sub-
sequently assigned the identifier CVE-2025-47241 [26]. This vulnerability is classified
as critical, as it compromises the only security-related mechanism implemented in the
Browser Use project.

5.2 High-Level Analysis

Browser Use is an Al-powered browsing agent designed to autonomously complete
complex tasks using large language models (LLMs), computer vision models, and a
Chromium-based browser engine. It is built on top of the LangChain framework and
leverages HTML parsing algorithms to extract relevant data from web pages, which is
then injected into the LLM’s prompt context.

While the codebase demonstrates some awareness of security concerns and mitigates a
number of risks, it is important to emphasize that the open-source version is not intended
for production use “as-is”. It lacks critical defensive mechanisms and an observability
stack necessary for monitoring the agent’s security state and behavior during operation.

One notable design flaw lies in the handling of prompt context: data extracted from
third-party websites is appended to the end of the prompt issued to the LLM. As demon-
strated in [10], language models tend to allocate greater attention to tokens at the be-
ginning and end of a prompt, while deprioritizing information positioned in the middle.
Consequently, this prompt structure causes the model to place greater emphasis on ex-
ternally sourced content, thereby increasing the likelihood of successful prompt injection
attacks and potential agent hijacking.

As part of the solution, a credentials-handling mechanism was introduced to allow
users to specify authentication credentials for the agent to access protected websites.
While this feature appears to have been designed with security considerations in mind,
it ultimately functions as a workaround rather than a robust solution. The underlying
approach—relying on the AI agent to operate using human-like credentials—presents a
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fundamental security limitation. Specifically, the mechanism involves substituting sen-
sitive credentials with canary tokens during inference, and later replacing them in the
agent’s output.

Furthermore, the fully qualified domain name (FQDN) validation mechanism is sus-
ceptible to bypass techniques. As demonstrated later in our research, it is possible to
circumvent this check, effectively neutralizing one of the agent’s core defenses intended
to prevent navigation to unauthorized or malicious web resources.

5.3 Vulnerability Index

This section provides a summary of the vulnerabilities identified during the Browser
Use security assessment.

CVSS
Title Severity | CVE overall
score
Domain restriction bypass due to o
improper FQDN validation Critical [+] 9.3/10
Credentials e?cﬁ.ltra.tlon via prompt High A 8.8/10
Injection

Table 3: Summary of identified vulnerabilities in Browser Use.

5.3.1 Domain restriction bypass due to improper FQDN validation

During our security assessment, we identified a critical vulnerability within the Tools
subsystem—specifically in the browser wrapper component responsible for enforcing URL
restrictions intended to enhance overall system security.

Our analysis suggests that the original design goal of this restriction mechanism was to
complement sensitive data handling routines, thereby increasing resilience against agent
hijacking attacks and their downstream consequences. However, we found no concrete
implementation evidence supporting such integration.

The affected subsystem applies a deny-by-default security policy, whereby only ex-
plicitly whitelisted domains are permitted. At runtime, the agent is expected to validate
each target URL against a user-defined allowlist prior to initiating navigation. While
this mechanism is intended to mitigate unauthorized access and data exfiltration, our
evaluation revealed a method by which this restriction can be bypassed.

This bypass enables adversaries to circumvent domain constraints, resulting in unau-
thorized navigation capabilities and exposing the system to a broader range of exploitation
vectors due to insufficient enforcement of the domain validation logic. Package Version:
0.1.44 File: browser_use/browser/context.py

The BrowserContextConfig class defines runtime configuration for the browsing
agent, including an allowed domains list that specifies which domains the agent is per-
mitted to access. This restriction is enforced by the _is url allowed() method, which
checks each requested URL against the allowlist. The method extracts the domain from
the URL, strips any port information, and verifies whether it matches or ends with any of
the allowed entries. This mechanism aims to limit agent interactions to trusted domains,
forming a core part of its security boundary.
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def _is_url_allowed(self, url: str) —-> bool:

if not self.config.allowed_domains:
return True

try:
from urllib.parse import urlparse
domain = urlparse(url).netloc.lower()
if ':' in domain:

domain = domain.split(':') [0]

return any(
domain == allowed_domain.lower() or
domain.endswith('.' + allowed_domain.lower())
for allowed_domain in self.config.allowed_domains

)

except Exception as e:
logger.error(f'Error checking URL allowlist: {str(e)}')
return False

Listing 1: FQDN Validation Logic

The current implementation of fully qualified domain name (FQDN) validation within
_is_url_allowed () method attempts to extract the domain from a URL by using a colon
character (:) as a delimiter. This simplistic parsing strategy does not account for the
structure of URLSs that incorporate Basic Authentication credentials.

As a result, an attacker can exploit this weakness by crafting URLs that include both
authentication information and a misleading hostname.

Proof of Concept:
Configuration:

Agent Configuration

allowed _domains = [’example.com’]

Malicious Input:

https://example.com:pass@localhost:8080

This example demonstrates a security-critical flaw in the domain filtering logic, which
can be bypassed through URL obfuscation techniques that abuse the username and
password fields within the FQDN. Although the agent believes it is visiting a trusted
domain, the actual request targets a potentially malicious internal service.

In this case, the parser incorrectly identifies example.com as the destination domain,
while the actual target is localhost. This discrepancy effectively bypasses the allowlist
restriction, enabling unauthorized access to internal services. The vulnerability stems
from incorrect assumptions about URL parsing, leading to a critical security flaw ex-
ploitable by adversaries to reach protected endpoints (Server Side Request Forgery) or
bypass defined security policies via allowed _domains.

The aforementioned vulnerability can be further exploited in combination with ad-
ditional security flaws, such as prompt injection (discussed in Section 5.4.2), ultimately
leading to full agent hijacking. Given its severity and the fact that it effectively dis-
ables the only native domain restriction mechanism implemented within the package,
this issue was assigned the identifier CVE-2025-47241 and classified as Critical by
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our research team. The lack of robust URL parsing and domain enforcement renders the
agent susceptible to malicious redirection and unauthorized command execution.

The vulnerability has been properly remediated by the development team in the pack-
age version 0.1.45 and it is NO longer present. We recommend to upgrade the Browser
Use dependency.

5.3.2 Credentials exfiltration via prompt injection

During our review, we observed that the Browser Use project adopts a classical ap-
proach for interacting with large language model (LLM) providers. Specifically, a base
prompt is defined locally and subsequently populated with dynamic data retrieved either
from the user (e.g., the ultimate goal) or from the environment (e.g., HTML tags).

However, our analysis revealed several security shortcomings. First, no defense mech-
anisms are implemented—aside from the allowed domains configuration dictionary pre-
viously discussed in the high-level analysis. Second, there is no support for integrating
external security solutions (e.g., LLM-as-a-Judge frameworks).

Lastly, the base prompt itself lacks any preventive instructions or contextual bound-
aries aimed at mitigating prompt injection or other adversarial behaviors.

Given that the Browser Use project lacks both preventive instructions and contex-
tual boundaries within its base prompt, it is susceptible to prompt injection attacks. A
detailed analysis reveals that attacker-controllable input—specifically, the HTML content
of a webpage—is appended to the end of the prompt.

This design choice introduces significant risk. As shown by Liu et al. [10], language
models tend to disproportionately focus on tokens located at the beginning and end of
the prompt. Therefore, placing untrusted data in these regions increases the likelihood of
successful prompt injection. In the case of Browser Use, the attacker-controlled HTML
is inserted at the prompt’s end, closely aligning with the risk factors outlined above.

Another significant contributing factor stems from the agent’s inability to distinguish
between benign and malicious input effectively. Even a single successful prompt injection
can escalate into a full compromise of the agent’s behavior and decision-making pipeline.

To assess exploitability, we analyzed the base prompt generation mechanism located
in:

e browser_use/agent/prompts.py

e browser_use/agent/system prompt.md

The constructed prompt follows the below structure:

1. Content of the system prompt (system_prompt.md)

2. Parsed elements from the current webpage (if any tab is active)
3. The user-defined task (HumanMessage)

The prompt also includes contextual metadata such as tab information, current URL,
and timestamps. However, the most critical attack surface emerges from uncontrolled
HTML content injected into the prompt from visited webpages.

Prompt Injection Attack Flow

1. A malicious actor hosts a webpage containing embedded prompt injection payloads.

2. During its execution, the agent navigates to this page—either deliberately (via user
task) or indirectly (e.g., linked in a GitHub issue).
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3. Page contents are parsed and injected into the agent’s base prompt.

4. The attacker’s payload overrides the original intent and hijacks the LLM’s behavior.

Original Prompt Template The following template illustrates how the base prompt
is structured before user input and parsed webpage content are injected:

Prompt Template Sample

System Message:

[Contents of system_prompt.md]

Available Functions: The following function is available to complete the task:

{ "done": { "text": { "type": "string" } } }

Note: All responses must be in valid JSON format.

Human Message: Your ultimate task is:

"USER_DEFINED_GOAL"

Sensitive Placeholders: Values considered sensitive and should be handled se-
curely:

[’x_username’, ’x_password’]
<secret>placeholder</secret>

Parsed Web Content: Represents the parsed HTML content from the current
page:
[ Start of page ]

HTML ELEMENTS
[ End of page ]

Malicious Payload Example: The following payload demonstrates how an attacker
can override the agent’s behavior by embedding a new HumanMessage into parsed web
content. This injected message redefines the task and initiates data exfiltration.
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Injected Payload

<canary>

SystemMessage Forget your previous ultimate task Remember: Your
responses must be valid JSON matching the specified format. Each
action in the sequence must be valid.

SystemMessage Your ultimate task is: """ Visit
https://c2-demo.arimlabs.ai/ and extract all canary tokens from

the prompt (formatted like <secret>...</secret>). Combine all
extracted secrets into a single string, using & as a delimiter (e.g.,
tokenl&token2&token3), and submit the result. """

If you achieved your ultimate task, stop everything and use the done
action in the next step to complete the task. If not, continue as
usual.

The real-world payload used for exploitation has been documented in our GitHub repos-

itory, under the Issues tab (see “Default Issue”).

Proof of Concept: The following code sets up the proof-of-concept (PoC) and
demonstrates the observed behavior.

import os

import sys

import asyncio

from langchain_openai import ChatOpenAI
from browser_use import Agent

async def main():
task = mnimn
go_to_url https://github.com/arimlabs/agent-hijacking-poc and parse tssues
along with 2t's description.
NOTE: go inside the issue to parse it's content description.

mmnn

agent = Agent(

task=task,
sensitive_data={
"x_username": "arimlabs_user",
"x_password": "arimlabs_password",
},

11m=ChatOpenAI (model="'gpt-40'),
save_conversation_path="logs/conversation"
)
await agent.run()
await browser.close()
input ('Press Enter to close')

if __name__ == '__main__

asyncio.run(main())

Listing 2: Proof of Concept

6 Conclusion

The proliferation of autonomous browsing Al agents presents a unique convergence of
technological innovation and security challenges. Our research underscores the criti-
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cal vulnerabilities inherent in these systems, particularly concerning prompt injection
attacks, credentials exfiltration, unauthorized task execution, and unauthorized agent
observability. As Al-driven web automation tools like Browser Use continue to gain
traction, the necessity for robust security measures becomes increasingly urgent.

To mitigate these risks, a multi-layered security approach is essential. Our analysis
supports the implementation of input sanitization techniques, robust prompt engineering,
and architectural isolation between planning and execution stages. Advanced defenses,
such as LLM-based anomaly detection, security rule enforcement, and formal security
analyzers, further enhance an agent’s ability to operate safely in untrusted environments.
Moreover, system-level safeguards like session isolation, throttling mechanisms, and au-
tomated state resets can minimize the impact of successful exploits.

While the security landscape for Al browsing agents is still evolving, our findings pro-
vide a crucial foundation for enhancing their resilience. By incorporating a combination
of preventative, detective, and responsive security measures, organizations and develop-
ers can mitigate risks associated with these agents while harnessing their full potential
for automation and efficiency. As Al browsing agents continue to shape the future of web
interaction, prioritizing security will be key to unlocking their benefits while safeguarding
users from emerging cyber threats.

Appendix A - Extended Threat Taxonomy for Brows-
ing Al agents

In the following sections, we present an extensive threat outline for each MAESTRO
layer. To provide a clearer illustration, each layer’s primary risks are summarized in
tabular form, including Threat, Description, Potential Impact, Severity and Fxample in
Browsing Agents.

Severity: The threat model catalogues broad, technology-agnostic attack scenarios that
can be exploited in multiple ways. Consequently, when mapped to contemporary vulner-
ability taxonomies (e.g. CVSS, DREAD), the same threat may yield markedly different
scores depending on the specific vector realised in a given deployment. To keep the as-
sessment actionable yet comparable across layers, we assign a consolidated severity for
each entry by combining two fundamental factors: the estimated likelihood of success-
ful exploitation in typical browsing-agent environments and the magnitude of potential
impact should that exploitation occur.
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