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Abstract

Nowadays, Large Language Models (LLMs) are trained on huge datasets, some
including sensitive information. This poses a serious privacy concern because
privacy attacks such as Membership Inference Attacks (MIAs) may detect this
sensitive information. While knowledge distillation compresses LLMs into efficient,
smaller student models, its impact on privacy remains underexplored. In this paper,
we investigate how knowledge distillation affects model robustness against MIA.
We focus on two questions. First, how is private data protected in teacher and
student models? Second, how can we strengthen privacy preservation against MIAs
in knowledge distillation? Through comprehensive experiments, we show that
while teacher and student models achieve similar overall MIA accuracy, teacher
models better protect member data, the primary target of MIA, whereas student
models better protect non-member data. To address this vulnerability in student
models, we propose 5 privacy-preserving distillation methods and demonstrate that
they successfully reduce student models’ vulnerability to MIA, with ensembling
further stabilizing the robustness, offering a reliable approach for distilling more
secure and efficient student models. Our implementation source code is available
athttps://github.com/richardcuil8/MIA_in_KD|

1 Introduction

Large Language Models (LL.Ms) have achieved significant success. The vast amount of pretraining
data used to develop these models is one of the most important reasons for this impressive break-
through. However, while the amount of pretraining data used to train LLMs has quickly expanded, it
has also raised numerous privacy concerns [37,40]. Given the huge volume of pretraining data, it is
impossible to filter out sensitive information, such as copyrighted materials [[10} 21] and personally
identifiable information [22}33]]. As a result, LLMs may inadvertently memorize private content,
and it is possible for attackers to infer this sensitive information from the pretraining dataset, using
methods such as Membership Inference Attack (MIA).

There have been numerous efforts investigating how to effectively detect pretraining data in LLMs
using MIA [4,[7, 40, 42]]. However, the privacy implications of LLMs typically focus on individual
models in isolation. Meanwhile, in order to reduce the size and the number of arithmetic operations
of LLMs, model compression techniques like knowledge distillation have been proposed and applied
to many state-of-the-art LLMs including Llama, Gemma, and BERT [18} (19} 26|31} 32| 35]]. Never-
theless, despite their wide adoption, the privacy implications for these compressed (student) models,
in particular how they compare to their original counterparts (teacher models), remain underexplored.
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In this work, we investigate how knowledge distillation affects model robustness, as measured using
MIA accuracy. By gathering 12 different pairs of teacher and student models and 3 different MIA
methods, we found that, although the overall MIA accuracies between teacher and student models
are similar, teacher models tend to protect pretraining data points better than student models, while
student models are better at identifying which data points are not in pretraining datasets. As the
ability to identify pretraining data points is more valuable than identifying those that are not [4], we
conclude that teacher models protect pretraining data better and thus are more robust to MIA.

Building on this observation, to strengthen privacy preservation in knowledge distillation and make
student models more robust to MIA, we develop 5 privacy-preserving distillation methods, including
3 targeting the distillation process and 2 focusing on the post-distillation process. We also propose
an ensemble of privacy-preserving distillation methods to reduce the variance of privacy-preserving
distillation performance. Our comprehensive experiments show that all of our privacy-preserving
distillation methods, including ensemble, lead to more robust student models.

To the best of our knowledge, we are the first to propose privacy-preserving distillation methods to
mitigate MIA vulnerabilities in knowledge distillation. We are also the first to conduct an extensive
comparison of model vulnerability to MIAs in knowledge distillation across multiple teacher-student
model pairs. While Jagannatha et al. [[17] explored this with a single BERT-based teacher-student
pair focusing on medical datasets, our study evaluates 12 different model pairs.

The remainder of this paper is organized as follows. The problem is formally defined in Section
A discussion of related work is given in Section[3] In Section[] the methodology for comparing
MIA accuracy between student and teacher models and the privacy-preserving distillation methods
are presented. In Section 5] experimental results and analysis are presented to compare teacher and
student models and to show the optimality of the proposed privacy-preserving distillation methods.
Conclusion and future work are finally discussed in Section [6]

2 Problem Definition

Consider a LLM N and a dataset D used to train N'. A membership inference attack (MIA)
method M takes a target data point d as input and aims to determine whether d € D. For simplicity,
denote by M (N, d) the attacker’s prediction, where M (N, d) = 1 if the MIA method M predicts
that d belongs to the training dataset of A/ and 0 otherwise. In practice, M may compute a confidence
score M'(N, d) and use a threshold 7 to make the final prediction of the membership of d, that is,
M, (N,d) = 1[M'(N,d) > 7], where 1 is the indicator function.

In knowledge distillation, a teacher model 7 is used as a guiding framework to transfer knowledge to
a student model S, where the student model S is learned to mimic the performance of the teacher
T [41]]. Let D; and D; be the training dataset for 7 and S, respectively. Given a data point d € Dy,
since the teacher model T is trained using d and knowledge from 7T is transferred to S during
knowledge distillation, we consider d to also be used for training S, thus d € D,. Therefore,
D, C Ds. It follows that Dy is the training dataset for both 7 and S, and we denote D; = D for
simplicity.

Moreover, let D’ be a dataset that was not used to train 7 or S. D’ can be obtained using several
methods, such as selecting a dataset that was released after 7 and S.

We define the accuracy of a MIA method M with respect to threshold 7 on a teacher model T as

A(T, M., D D') = 1 . [erD UM(T,z) = 1] ZyeD’ M- (T, y) = 0]]
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where D and D’ denote the training and non-training datasets for the teacher model T, respectively,
| - | denotes the size of the dataset, and M, denotes the MIA method with respect to threshold 7 that

is used to attack 7T .

ey

Similarly, define the accuracy of a MIA method M with respect to threshold 7 on a student model &
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where D and D’ are the same training and non-training datasets in Equation[l} and M denotes the
MIA method with respect to threshold 7 that is used to attack the student model S.




The core problem investigated in this paper is whether student models are more vulnerable to MIA
attacks than teacher models, that is, A(7, M,,D,D’) < A(S, M., D,D’), and how teacher models
can inject privacy knowledge during distillation to enhance student robustness against MIA.

3 Related Work

3.1 MIA Methods

Initially proposed by Shokri et al. [28], MIA aims to detect whether a given data point belongs to
a model’s training dataset. While MIA has been investigated in various domains, such as diffusion
models [S]] and multi-layer perceptrons [39], MIA in LLMs presents unique challenges. For example,
LLMs often lack publicly-available training data [[1, 14, |36], making it difficult to validate MIA
performance due to the absence of ground-truth membership labels. Moreover, many modern LLMs
use single-epoch training frameworks on massive datasets, which makes memorization, a key factor
in traditional MIA, difficult [6} 27]. Recently, MIA methods in LLM have attracted much interest.
Yeom et al. [42] proposed a loss-based approach for attacking member data, observing that models
generally have a lower loss for member data than non-member data. Carlini et al. [7] improved this
approach by normalizing the loss by zlib compression size. A reference-model-based attack method
was developed by Carlini et al. [4], where two sets of shadow models are trained using datasets with
and without the target sample, and the prediction is made through a likelihood ratio test between the
two sets of shadow models. More recently, Xie et al. [40] proposed ReCalLL, which compares the
relative conditional log-likelihood to calculate the confidence score for membership classification.

However, the existing work primarily focused on applying MIA to one model in isolation, without
considering how MIA behaves differently across interconnected models, such as in a knowledge distil-
lation setting where teacher and student models share a learned relationship. For example, while Yeom
et al. [42] proposed loss-based attacks and Carlini et al. [[7] introduced zlib-normalized loss, these
methods were not designed to compare privacy trade-offs in knowledge distillation. Our work bridges
this gap by systematically quantifying how knowledge distillation affects models’ vulnerability to
MIA and leveraging these insights to develop privacy-preserving distillation techniques.

3.2 Knowledge Distillation

Knowledge distillation [13, [16] is a model compression technique that leverages a larger teacher
model as a guiding framework to train a smaller student model. During the distillation process, the
student model is trained with a combined objective of minimizing the distillation loss, a loss function
reflecting the differences between teacher and student models, and the student model’s actual loss,
reflecting the difference between student model output and ground truth [[13,41]. There has been
much work applying knowledge distillation to LLMs. Sanh et al. [26] proposed DistilBERT by
applying knowledge distillation to BERT in the pre-training and optional fine-tuning stages, where a
linear combination of distillation loss and supervised training loss is used to train the student model.
Similarly, Song et al. [29], Liang et al. [20], and Zhang et al. [43] also proposed different knowledge
distillation methods focusing on mimicking the teacher model’s output distribution. Another common
approach to knowledge distillation leverages the finding that intermediate representations learned by
the teacher models could be used as helpful hints to train and achieve a better final performance of
the student model [25]]. Sun et al. [30]] and Jiao et al. [[18] applied this idea and proposed a knowledge
distillation framework using a layer-wise distillation strategy, where the student model mimics the
teacher model’s hidden state behaviors on multiple intermediate layers.

While previous studies primarily focus on maintaining or improving model performance during knowl-
edge distillation, we examine knowledge distillation from a privacy perspective. More specifically,
we investigate how the distillation process affects the vulnerability of teacher and student models to
MIA. Instead of focusing exclusively on how the teacher model can guide the student models to better
performance, we leverage the teacher model’s attack vulnerability as valuable privacy information to
be transferred to student models during the distillation process. As knowledge distillation becomes
increasingly adopted in LLMs, shifting the focus from performance-only distillation to privacy-aware
distillation is crucial to ensure responsible LLM development and usage.



3.3 Relating MIA With Knowledge Distillation

There are very few studies investigating MIA in a knowledge distillation setting. To the best of our
knowledge, only Jagannatha et al. [17] provided empirical evidence that BERT has higher privacy
leakage than DistilBERT. However, the study [17] is limited in scope as it only compares one pair of
teacher-student models and the dataset is limited to the US hospital datasets and electronic health
records. We hope to expand the scope and include more pairs of teacher and student models in this
work to better understand how knowledge distillation contributes to model robustness, as well as how
models could become more robust under a knowledge distillation setting.

4 Methodology

In this section, we present our methodology for investigating the privacy implications of knowledge
distillation under MIAs. In Section .1} we outline an approach to quantify, between teacher and
student models, the change in model vulnerability to MIAs. Then, we develop 5 novel privacy-
preserving distillation methods in Section [4.2] that target both the distillation process and post-
distillation inference. Finally, we introduce an ensemble approach in Section[4.3]that combines these
methods to achieve more robust and reliable privacy protection for the knowledge distillation process.

4.1 Comparing MIA Accuracy Between Student and Teacher Models

Our methodology of testing whether the student models are more vulnerable to MIA attacks than
teacher models (i.e. A(7,M,,D,D’) < A(S,M,,D,D’)) works in three steps. First, we gather
teacher models 7 with known training datasets D and open-source distilled student models S. Based
on the release dates of 7 and S, we select a dataset D’ that is released later than both 7 and S
as the non-member dataset. Finally, we apply MIA methods to 7 and S on D U D’ and calculate
A(T,M,,D,D') and A(S, M,,D,D").

In addition to the overall accuracy comparison, we also compute the standard deviation and 95% con-
fidence intervals to decide whether the difference in accuracy is statistically significant. Specifically,
given that the accuracy is an average of two independent binomial proportions, the standard deviation
for the teacher model can be written as:

SD(T,M,,D,D') = \/ % : [Var(TPR) + Var(TNR)}

(3)
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accuracy definition.
It follows that the 95% confidence interval for the teacher model is:
Clysu(T, M., D,D') = A(T,M,,D,D')+1.96 x SD(T, M,,D,D") @)

The standard deviation and confidence interval expressions for student models are in a similar form.

We further compare the difference in vulnerability between member and non-member data across
teacher and student models, which allows us to determine whether teacher or student models demon-
strate consistent advantages in protecting member data, the primary target for MIAs. We also aim
to understand how knowledge distillation affects different aspects of model vulnerability to MIAs
by comparing results across different model architectures and MIA methods. The details on the 12
different pairs of teacher and student models considered in the experiment, along with the training
and non-training datasets, will be discussed in Section We will also outline our approach for
balancing the sizes of D and D’ to ensure fair classification evaluation.

4.2 Privacy-Preserving Distillation Methods

We now explore ways to enhance the robustness of student models against MIA. Our approach
addresses the problem from two perspectives. First, we propose 3 in-distillation methods to strengthen



robustness during the distillation process. Then, we introduce 2 post-distillation methods to further
improve resistance to MIA after distillation is complete.

4.2.1 In-Distillation Approaches

Bottleneck Carlini et al. [7] showed that larger models are prone to memorizing the training data,
thus making them more vulnerable to MIAs. Therefore, one possible approach to make models
more robust against MIA is to directly change the model architecture so that the model becomes
smaller. One common approach to do so is through adding factorized embedding parameterization,
or “bottleneck” architecture [[19}31], into the feed-forward network. Specifically, rather than directly
projecting from the hidden dimension H to the standard intermediate size [ (typically 4H), we first
project the representation downwards into a lower-dimensional bottleneck space with dimensionality
B (where B < H) before expanding to I. By doing so, the number of parameters needed changes
from O(H - I) to O(H - B+ B - I), which is a significant reduction if H >> B. For example, in a
typical BERT architecture, where H = 768 and I = 3072, implementing a bottleneck dimensionality
of B = 192 would give a four-time reduction in projection layer parameters needed. This change in
model architecture not only improves computational efficiency but also limits the model’s ability to
memorize details of training samples, thus making the model less vulnerable to MIAs.

Replacing Layer Normalization Sun et al. [31] showed that replacing layer normalization can
simplify the model and reduce model latency. Moreover, the mean and variance calculations in
layer normalization may inadvertently memorize training data. To address this potential privacy
vulnerability, we replace the layer normalization with a simpler, element-wise linear transformation:

NoNorm(h) =yoh+ 3

where 7, 8 € R", n is the number of channels, h is the hidden state vector, and o is the Hadamard
product. There are several advantages to this modification of the normalization function. First,
the NoNorm function does not calculate the mean and variance of the inputs, which eliminates the
possibility of leaking privacy information of the training data that could be exploited in MIAs. Second,
as demonstrated by Sun et al. [31], replacing the layer normalization with NoNorm would optimize
the inference latency of LLMs. This optimization suggests a simpler model that is less likely to be
prone to memorization, thus becoming theoretically less vulnerable to MIAs.

Replacing GELU Activation With ReLU Previous research suggested that, in addition to replacing
layer normalization, replacing GELU activation [15]] with the simpler ReLLU activation function [23]]
can also make the model simpler and reduce model latency [31]. Therefore, we replace GELU
activation with ReLU as another privacy-preserving distillation method.

4.2.2 Post-distillation Approaches

Red-List Sampling Besides changes to student model architecture, we can also enhance student
robustness by injecting privacy knowledge from the teacher model. More specifically, by applying
MIA on the teacher model, we split the training dataset D into two subsets: D, the “vulnerable”
subset including all the data points in D that are successfully attacked by the MIA, and D,,,, the
“non-vulnerable” subset including those data points where MIA failed. That is, D, = {M (T, ) =
1|z € D} and D,,, = {M(T,z) = 0|z € D} (D, UD,,, = D and D, N Dy, = ().

The intuition is that these two subsets should encode privacy knowledge of the teacher model, so if we
leverage this privacy knowledge during distillation, the student model might be able to learn privacy
information from the teacher model. Our idea here is that, the tokens in the vulnerable subset D,,,
which includes all the data points that are being successfully attacked in the teacher model, should be
suppressed in the student model so that the student model generates those easy-to-attack tokens less
often, thus making it more robust.

Formally, the original softmax probability is

 exp(z)

NV ,
> j=1 exp(z;)

where z; be the student model’s original logit for token ¢, and V' is the full vocabulary.
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Let V,,,; denote the set of vulnerable tokens from the vulnerable subset D,,. If token ¢ belongs to V,,,;,
then we penalize its logit and probability by a penalization factor ¢ so that the updated probability is

exp(z; —0) e
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Temperature Scaling We can also increase the temperature for the vulnerable tokens so that their
probability distribution is more spread out, making the generation more random on those tokens.
Effectively, this penalizes the vulnerable tokens by suppressing their logits. Specifically, the updated
logit in this case becomes

zz?em.p _ Lf ifi € Vvul

‘ z; ifi & Vi

where T is the temperature hyperparameter. Thus the updated probability is

temp __ exp( temp)
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4.3 Ensembling Privacy-Preserving Distillation Methods

Different privacy-preserving distillation methods may result in different levels of robustness against
MIA, and there is no one single method that can guarantee to offer the best protection across all
models against all MIA methods. Therefore, we explore ensemble as a way to aggregate the various
privacy-preserving distillation methods and reduce the variance and instability that individual methods
may have. Moreover, using only one privacy-preserving distillation method may be more easily
attacked by attackers who exploit a single vulnerability. Ensembling multiple methods together
makes it harder for attackers to specialize attacks targeting one particular type of defense.

Let P = {Py, Pa,..., P;} be a set of k privacy-preserving distillation methods. Given a teacher
model 7 and a student model S, denote by Sp, the student model distilled using the i-th privacy-
preserving distillation method. Given a data point d, for each privacy-preserving distillation method
P; and the associated student model Sp,, we can obtain an MIA predicted label M, (Sp,, d) with
threshold 7. Let O(S, M., d, P) denote the number of privacy-preserving distillation methods in P
applied on the student model S such that their MIA predicted label M, (Sp,,d) = 1. Then,

O(S, M,,d, P) = Zn +(Sp,,d) =1]

Similarly, define Z(S, M, d, P) to be the number of privacy-preserving distillation methods in P
applied on the student model S such that their MIA predicted label M, (Sp,,d) =0

Z(S,M,,d, P) = Zn +(Sp,,d) = 0]
=1

Finally, let Mensembie (S, M-, d, P) be the ensembled MIA predicted label of data point d over the
privacy-preserving distillation methods P applied on the student model S, that is,

Mensemble(SaMTvd7 P) = ]]'[O(SaMT7d7 P) > Z(S,MT,d,P)]

Similarly, the MIA accuracy in this case is defined as:

Aensemble (S; MT7 Da Dla P)

1 . Z£€D ]]-[Mensemble(87 M‘I‘» QC, P) = 1] + Zye’D’ ]I[Mensemble(sa MT? y7 P) = O]
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S Experimental Results

In this section, we conduct comprehensive experiments exploring the effect of knowledge distillation
on model vulnerability to MIA and the effectiveness of the privacy-preserving distillation methods.



5.1 Experimental Setup
5.1.1 Comparing MIA Accuracy Between Teacher and Student Models

Models and Datasets For this experiment, we choose 5 sets of models with known training datasets
and open-source distilled models available: BERT [9], with the bookcorpus dataset [44] as the
training dataset and DistilBERT [26]], TinyBERT [18]], ALBERT [19], and MobileBERT [31]] as the
student models; GPT2 [24], with the WebText dataset [24] as the training dataset and DistilGPT2
[26] as the student model; Llama 360M [36], with the ArXiv dataset that was a part of the Pile
dataset [[12]] as the training dataset and BabyLlama [35] as the student model; Llama 3.1 8B [11],
with the ArXiv dataset that was a part of the Pile dataset [[12] as the training dataset and Llama 3.2
3B [11]], Llama 3.2 1B [11]], and MambalnLlama [38]] as the stduent models; Gemma 2 27B [34],
with the WikiMIA dataset [27] as the training dataset and Gemma 2 9B [34]], Gemma 2 2B [34]], and
Gemma 2 2B distilled [32] as the student models.

For non-member data points used in testing, we use the built-in non-member data points as a part
of the ArXiv and WikiMIA datasets for Llama 360M, Llama 3.1 8B, and Gemma 2 27B models.
For BERT and GPT2, we used the WeblnstructSub-prometheus dataset [8]] since it was published in
May 2024, which is later than the release date of both BERT and GPT2, thus it must not be used for
training BERT and GPT2. To ensure balanced classification testing, we truncate both member and
non-member datasets to the size of the smaller dataset, as existing works did [40].

MIA Methods We use 3 MIA methods to attack the models described above: ReCaLL [40],
which considers the change in conditional log-likelihood when prefixing the target input texts with
non-member context to classify member and non-member data; Loss [42], which uses input loss as
the confidence score to classify member and non-member data; Zlib [7]], which normalizes input
loss with zlib entropy as the confidence score. Since ReCaL.L is only applicable to autoregressive
language models, we will only apply methods Loss and Zlib to all BERT-based models.

Implementation Details As explained in Section |2] each MIA method gives a confidence score for
each target data point, and a decision threshold is needed for classification. As this is not the main
focus of this paper, we choose thresholds randomly for each MIA method with the guarantee that at
least t% of the data points is in each of the prediction classes (member and non-member) for both the
teacher and student models, where ¢ is a pre-specified parameter that is fixed for all models and MIA
methods in the experiment. In our study, ¢ is chosen as 20.

For computational efficiency, we perform MIA on each model on a subset containing 100,000 data
points from the training dataset only. For those training datasets with less than 100,000 data points,
we use the full dataset. We perform an ablation study in Appendix [A]to show that MIA accuracy is
generally stable when using test subsets of different sizes. With an A5000 GPU, testing on a subset
of 100,000 data points takes about 30 minutes per model.

5.1.2 Privacy-Preserving Distillation Methods

Models and Datasets For this experiment, we choose 4 teacher-student model pairs where the
code for knowledge distillation is publicly available: BERT [9] trained on the bookcorpus dataset
[44] with DistilBERT [26]], TinyBERT [18]], and SpikingBERT [2] as the student models; GPT2 [24]
trained on the WebText dataset [24] with DistilGPT?2 [26] as the student model.

Implementation Details For each teacher-student model pair, we distill new student models using
the approaches outlined in Sectiond.2]and perform the 3 MIA methods described in Section[5.1.1]to
each new student model. Note that ReCaLL is not applicable to BERT.

Similar to the reasons described in Section we distill student models and perform MIA on
a subset containing 100,000 data points. For consistency, we distill the available student models
(DistilBERT, TinyBERT, SpikingBERT, and DistilGPT2) from scratch using the 100,000 data points.



Attack Performance Comparison

Table 1: Comparison of MIA accuracy between teacher and student Liama 3.1 88 / Llama 3.2 38
models. Each cell shows teacher model / student model accuracy.
Bolded entries denote the lower accuracy between each teacher-student
model pair for each MIA method; Underlined entries denote that the
difference is statistically significant.
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5.2 Results and Analysis

5.2.1 Teacher-Student Model Comparison

Table [T] shows MIA accuracy comparison between teacher and student models. For the difference
to be considered statistically significant, the confidence intervals of the teacher and student models
should not overlap. The complete results table with confidence intervals are shown in Table [6]in
Appendix [B] In general, we find no consistent pattern of MIA vulnerability between teachers and
students, with most differences in MIA accuracy not statistically significant. However, in the 10
statistically significant cases, teacher models show lower MIA accuracy in 7 instances, suggesting
they may be more robust than student models.

The difference between teacher and student models under MIA becomes clearer when we look at
the distribution of attack results. Figure[I|shows the attack performance matrix for one model pair:
Llama 3.1 8B (teacher) and Llama 3.2 3B (student). A “successful” MIA result means the predicted
label (member or non-member) matches the true label; a “fail” means it does not. Each cell includes
the percentage of test data it represents, with parentheses showing the breakdown between member
and non-member data. For example, the top-left cell shows that 35.5% of test data was successfully
attacked by both models — 22.0% of it was member data and 13.5% was non-member data.

Figure [I] shows all 14.4% of test data successfully attacked on the teacher model but not the student
model was non-member data, while all 16.3% of test data successfully attacked on the student model
but not the teacher model was member data. Despite similar overall MIA accuracy, the teacher
model better protects member data, while the student model better protects non-member data. As
Carlini et al. [4] emphasizes, reliably attacking member data is more critical in MIA than high
overall accuracy. Thus, the teacher model offers stronger privacy protection for sensitive member
data, making it more robust than the student model. Similar trends appear in other model pairs with
statistically insignificant differences.

5.2.2 Privacy-Preserving Distillation Methods

Table[2]shows the MIA accuracy for each privacy-preserving distillation method applied to 4 different
student models. In almost all cases, the student model variant with the lowest MIA accuracy is one of
the proposed methods and not the original model. The only cases where the original models achieve
the lowest MIA accuracy are TinyBERT and SpikingBERT attacked with Zlib, in which cases the
accuracies are very similar across privacy-preserving distillation methods. For TinyBERT attacked
with Zlib, the best MIA accuracy is achieved by three methods; for SpikingBERT attacked with
Zlib, the original model is only 0.3% better than the bottleneck method, the second best-performing
privacy-preserving distillation method in this case. This shows that our privacy-preserving distillation
methods can indeed lower MIA accuracy, leading to more privacy-preserved student models.



Table 2: Summary of privacy-preserving distillation results. Entries with an asterisk* and bolded
entries denote the highest and lowest accuracy, respectively, for each student model and MIA method
pair across all privacy-preserving distillation methods. “None” represents the original student model.

Teacher Student MIA Privacy-Preserving Distillation Method
Model Model Method None ReLU Norm Bottleneck Red List Temp. Ensemble

Loss  0.990* 0967 0.877 0.674 0.989  0.987 0.986
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BERT . oot Loss 0462 0462 0474  0589° 0329 0367 0346
1y Zlib  0.101  0.101 0.106 0.102 0.112*  0.101  0.103

. Loss 0423 0398 0507° 0407 0298 0312  0.279
SpikingBERT 70" 0095 0.100 0.100  0.098  0.112° 0101  0.101

ReCaLL 0.571 0.417 0.435 0.681* 0.455  0.455 0.519
GPT2  DistilGPT2 Loss  0.509* 0.326 0.443 0.418 0.289  0.199 0.242
Zlib 0.859 0.858 0.900" 0.895 0.884  0.887 0.889

Table 3: Updated privacy-preserving distillation results with
Ranking of Privacy-Preserving Distillation Methods ~ ensemble of only 3 methods: ReLU, temperature scaling,

- ws a0 s and Red List. Bolded entries indicate the privacy-preserving
35.5 . . . .
9P 00 315 320 distillation method with the lowest MIA accuracy for each
g2 student model and MIA method pair across all privacy-
= 20
g1 preserving distillation methods.
5
° » N « K & & & Teacher Student Privacy-Preserving MIA Accuracy
< @“&@ @‘o@ Q@b 6@&\'»” 0‘4”\0(\ sp Model Model Distillation Method ReCaLL Loss Zlib
S & g &
Qz@& ° z@\q None (Original Model) - 0.990 0.370
& & DistilBERT Ensemble (5 methods) - 0.986 0.108
Ensemble (3 methods) - 0.990 0.132
Figure 2: Ranking of privacy- BERT None (Original Model) - 0462 0.101
3 1et1 1 3 TinyBERT Ensemble (5 methods) - 0.346 0.103
preserving dlgtlllatlon methods with Eneemile (3 method) - e oo
aggregated points. Method ReL.U per- —
None (Original Model) - 0.423 0.095
forms the best out of all methods, and SpikingBERT ~ Ensemble (5 methods) - 0279 0.101
the original student model performs Ensemble (3 methods) - 0279 0101
the worst. - None (Original Model) ~ 0.571 0509  0.859
GPT2 DistilGPT2 Ensemble (5 methods) 0.519 0.242 0.889
Ensemble (3 methods) 0.482 0.224 0.882

5.2.3 Ranking Privacy-Preserving Distillation Methods

To directly analyze the advantage of each privacy-preserving distillation method, we employ a ranking
analysis. For each student model and MIA method pair, we assign 1 point to the privacy-preserving
distillation method that gives the lowest MIA accuracy, 2 points to the method that gives the second-
lowest MIA accuracy, and so on. When multiple methods achieve identical accuracy, they share the
average of the consecutive point values they would have collectively occupied in the ranking order.

As illustrated in Figure 2} ReLU performs the best out of all the privacy-preserving distillation
methods, obtaining 6 points lower than the average score. Ensemble gives the second-best per-
formance, which is 4.5 points lower than the average score. This suggests ensembling creates a
more robust student model through majority voting, reducing variance across privacy-preserving
distillation methods by mitigating vulnerabilities where individual methods may be susceptible to
MIA on different data points, models, or MIA attacks. The original model performs the worst, which
suggests that all privacy-preserving distillation methods indeed could lower MIA accuracy.

Moreover, since bottleneck and normalization perform worse, we update the ensemble to include
only temperature scaling, red list sampling, and ReLU. As indicated in Table 3] ensembling with only
the 3 best privacy-preserving distillation methods gives an average MIA accuracy of 0.391, which is
0.006 lower than ensembling with 5 models and 0.096 lower than the original model.



Table 4: MIA accuracy for student models distilled using combinations of D,, and D,,,, across three
different test sets. Entries marked with an asterisk® and bolded entries indicate the highest and lowest
MIA accuracy per attack method, respectively.

Student Distillation Full (D) Vulnerable Only (D,) Non-vulnerable Only (D,,,)
Model Distribution Loss Zlib Loss Zlib Loss Zl1ib
D 0.678 0.000 0.002 0.002 0.686 0.000
Dav 0.202 0.733  0.289" 0.852" 0.738* 0.621
DistilBERT D, 0.666 0.682 0.180 0.748 0.543 0.711
Dy + 5%Dno 0.819 0.813* 0.258 0.779 0.617 0.797*
Dy + 10%D,, 0.826*  0.787 0.269 0.334 0.733 0.000
D 0.627*  0.000 0.002 0.002 0.662" 0.000
Dnw 0.476 0.502 0.662 0.653 0.230 0.212
TinyBERT D, 0.505 0.497 0.688 0.646 0.198 0.334*
Dy + 5%Dno 0.500 0.450 0.700 0.590 0.201 0.328
Dy + 10%Dp, 0502  0.503* 0.726* 0.693" 0.201 0.255
D 0.736  0.339*  0.500 0.444* 0.801 0.603
Dnw 0.748*  0.332  0.533" 0.434 0.898* 0.467
SpikingBERT D, 0.652 0.257 0.473 0.337 0.650 0.727
Dy + 5%Dnw 0.643 0.315 0.467 0.412 0.645 0.709
Dy + 10%Dyy  0.658 0.315 0.480 0.412 0.660 0.770*
D 0.221  0.845* 0.292* 0.000 0.230 0.687*
Dnv 0356  0.752 0.201 0.587 0.416" 0.379
DistilGPT2 D, 0.344 0.787 0.222 0.539 0.388 0.378
Dy + 5%Dns 0.339 0.321 0.235 0.500 0.379 0.369
Dy + 10%Dy, 0337 0.805 0.242 0.694* 0.378 0.395

5.2.4 Using Subsets for Distillation Training

In addition to the 5 proposed privacy-preserving distillation methods and the ensemble method, we
consider another approach that leverages the teacher model’s privacy knowledge during distillation,
which is to use combinations of D,, and D,,, for distillation training. Specifically, we distill new
student models using 5 different subsets of training data: full dataset (D), the vulnerable subset
D,, the non-vulnerable subset D,,,,, the vulnerable subset plus 5% of the non-vulnerable subset,
and the vulnerable subset plus 10% of the non-vulnerable subset. To examine the effectiveness of
this approach, we test each of the 5 models on the full dataset D, the vulnerable set D,,, and the
non-vulnerable set D,,,,. Note that even when student models are distilled using only D,, or D,,,,
the full dataset D should be considered their training data since their teacher model is trained on
D = D, UD,,. Students are trained using both the teacher’s knowledge and the explicit subset
DIDy/Diy .

The complete result is shown in Table[d] In general, we would expect models explicitly distilled using
D, or D,,, only to achieve higher MIA accuracy when tested on D,, or D,,,,, respectively. However,
MIA accuracy across testing sets shows no clear pattern and largely depends on the student model.
For DistilBERT and TinyBERT, distillation using the entire D yields the lowest MIA accuracy (0.228
and 0.216, respectively). For SpikingBERT, distillation using only D,, gives the lowest accuracy of
0.516, 3.12% below the average across all distillation distributions. For DistilGPT?2, distillation using
D, + 5%D,,, achieves the lowest accuracy of 0.357, 6.34% below the overall average MIA accuracy.

6 Conclusion and Future Work

In this paper, we investigate the impact of knowledge distillation on privacy in LLMs against MIA.
Analyzing 12 teacher—student model pairs, we find that teacher models better protect member data,
making them more robust to MIA, while student models better protect non-member data. This
suggests that distillation may unintentionally weaken privacy. To address this, we propose 5 privacy-
preserving distillation methods — 3 during and 2 after distillation — and show through extensive
experiments that they reduce MIA risk across various architectures. Ensembling these methods
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further improves consistency and robustness, supporting safer use of compressed LLMs in sensitive
domains like healthcare and finance.

Future work should explore why teacher models better protect member data and how distillation
alters memorization in LLMs. Understanding why our methods enhance student robustness may
reveal key principles for designing privacy-aware distillation. Linking empirical results with theory
will strengthen the foundation for secure model compression.

7 Ethical Statement

This paper investigates privacy risks in knowledge distillation and proposes methods to make models
more robust to MIAs. We recognize that while our work aim to improve privacy protections in LLMs,
the techniques could potentially be misused to identify model vulnerabilities. However, we believe
the benefits of developing more robust, privacy-preserving models outweigh these risks.
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A Ablation Study on the Effect of Testing Subsets on MIA Accuracy

To show that only testing models on a subset of 100,000 data points is reasonable, we conducted an
ablation study on the effect of size of test sets on MIA accuracy. The results are shown in Table[5]

The results show that the MIA accuracy is quite stable across different subset sizes. The mean for the
loss method is 0.090 with a standard deviation of 0.015, and the mean for the zlib method is 0.063
with a standard deviation of 0.049. Since the size of the testing set is not a significant factor in the
MIA accuracy, using a subset of 100,000 data points is a reasonable choice for our study.

Table 5: MIA accuracy for BERT using test sets of different sizes.

Subset Size MIA Accuracy
Loss Zlib

1000 0.068 0.134
5000 0.094 0.027
10000 0.075 0.030
30000 0.107 0.035
50000 0.097 0.036
100000 0.101  0.117
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Table 6: Comparison of MIA accuracy between teacher and student models with 95% confidence
intervals. Bolded entries denote the lower accuracy between each teacher-student model pair for each
MIA method; Underlined entries denote that the difference between teacher and student accuracy is

statistically significant.

Teacher Model Student Model MIA Method Teacher Accuracy Student Accuracy
DistilBERT Loss 0.103 [0.101, 0.104]  0.059 [0.058, 0.060]
Zlib 0.120[0.119,0.121]  0.169 [0.168, 0.171]
BERT TinyBERT Lohss 0.103 [0.101, 0.104]  0.696 [0.694, 0.698]
Zlib 0.120[0.119, 0.121]  0.091 [0.090, 0.092]
ALBERT Loss 0.103 [0.101, 0.104]  0.385 [0.383, 0.387]
Zlib 0.120[0.119,0.121]  0.165 [0.164, 0.167]
MobileBERT Lo.ss 0.103 [0.101, 0.104]  0.101 [0.099, 0.102]
Zlib 0.120 [0.119, 0.121]  0.189 [0.187, 0.190]
ReCaLL 0.719[0.717,0.721]  0.571 [0.569, 0.573]
GPT2 DistilGPT2 Loss 0.264 [0.262, 0.265]  0.421 [0.419, 0.423]
Zlib 0.832 [0.830, 0.834]  0.859 [0.857, 0.860]
ReCaLL 0.491 [0.470, 0.513]  0.515 [0.497, 0.533]
Llama 360M BabyLlama Loss 0.494 [0.472,0.516]  0.496 [0.475, 0.518]
Zlib 0.507 [0.487, 0.526]  0.503 [0.482, 0.523]
ReCaLL 0.490 [0.469, 0.512]  0.491 [0.469, 0.513]
Llama 3.2 3B Loss 0.499 [0.477,0.521]  0.518 [0.499, 0.537]
Zlib 0.510 [0.488, 0.531]  0.512 [0.490, 0.534]
Llama 3.1 8B ReCaLL 0.490 [0.469, 0.512]  0.513 [0.491, 0.534]
Llama 3.2 1B Loss 0.499 [0.477,0.521]  0.514 [0.495, 0.533]
Zlib 0.510 [0.488, 0.531]  0.514 [0.493, 0.535]
ReCaLL 0.490 [0.469, 0.512]  0.521 [0.502, 0.539]
MambalnLlama Loss 0.499 [0.477,0.521]  0.511 [0.493, 0.529]
Zlib 0.510 [0.488, 0.531]  0.511 [0.491, 0.531]
ReCaLL 0.606 [0.541, 0.670]  0.606 [0.544, 0.667]
Gemma 2 9B Loss 0.541 [0.476, 0.607]  0.509 [0.443, 0.576]
Zlib 0.569 [0.507, 0.631]  0.541 [0.481, 0.601]
Gemma 2 27B ReCaLL 0.606 [0.541, 0.670]  0.624 [0.560, 0.688]
Gemma 2 2B Loss 0.541 [0.476, 0.607]  0.528 [0.464, 0.591]
Zlib 0.569 [0.507, 0.631]  0.541 [0.476, 0.607]
ReCaLL 0.606 [0.541, 0.670]  0.569 [0.503, 0.634]
Gemma 2 2B Distilled Loss 0.541 [0.476, 0.607]  0.550 [0.488, 0.613]
Zlib 0.569 [0.507, 0.631]  0.555 [0.492, 0.618]

B Teacher-Student Model Comparison Results With Confidence Intervals

In Section we present Table [1| with MIA accuracy across teacher-student model pairs and
whether the accuracy is statistically significant. Table [6] gives the full results including the 95%
confidence intervals for each attack using Equation d] Based on the confidence intervals, we consider
the accuracy difference between the teacher and student models to be statistically significant if their
confidence intervals do not overlap.
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