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Abstract

We introduce ai.txt, a novel domain-specific language (DSL) designed to explicitly
regulate interactions between AI models, agents, and web content, addressing
critical limitations of the widely adopted robots.txt standard. As AI increasingly
engages with online materials for tasks such as training, summarization, and con-
tent modification, existing regulatory methods lack the necessary granularity and
semantic expressiveness to ensure ethical and legal compliance. ai.txt extends tra-
ditional URL-based access controls by enabling precise element-level regulations
and incorporating natural language instructions interpretable by AI systems. To
facilitate practical deployment, we provide an integrated development environment
with code autocompletion and automatic XML generation. Furthermore, we pro-
pose two compliance mechanisms: XML-based programmatic enforcement and
natural language prompt integration, and demonstrate their effectiveness through
preliminary experiments and case studies. Our approach aims to aid the governance
of AI-Internet interactions, promoting responsible AI use in digital ecosystems.

1 Introduction

With the emergence of large language models (LLMs) and their variants, such as large vision-language
models (LVLMs), artificial intelligence (AI) has become increasingly integral to everyday life. These
models have demonstrated remarkable capabilities across numerous fundamental tasks in natural
language processing, image processing, and related domains. To leverage these advanced AI models,
researchers and developers build AI agents—autonomous software systems designed to perform tasks
independently or semi-autonomously on behalf of humans [1]. AI agents significantly amplify the
effectiveness of underlying models by incorporating sophisticated programmatic logic, enabling them
to automate intricate activities such as software development and maintenance [2].

As AI models and agents proliferate, their interactions with external environments, particularly the
Internet, have expanded significantly. Among various interaction modalities, the engagement of AI
with online resources represents a critical area for consideration. On the one hand, Internet-based
content serves as valuable training and distillation data, enhancing the performance and adaptability
of AI models. However, trained AI models and their associated agents actively interact with online
content by utilizing, modifying, or generating new digital materials, thereby influencing the Internet
ecosystem profoundly.

These interactions are currently underregulated, raising various practical and ethical concerns. For
example, recent litigation initiated by The New York Times against OpenAI and Microsoft underscores
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User-agent: *

Disallow: /athletic/wp/wp-admin/
Allow: /athletic/wp/wp-admin/admin-ajax.php

Disallow: /athletic/search/*
Allow: /athletic/search/$

https://www.nytimes.com/robots.txt

For all bots:

Disallow crawling everything under /athletic/wp/wp-admin/
except for the admin-ajax.php file

Disallow crawling every subpath under /athletic/search/ except
for the /athletic/search/ path itself 

Explanation What if I want search engines to
crawl my website, but I don’t
want people to use my data to
train models?

🤔

What if I don’t want AI agents
to summarize my articles, in
case they misinterpret my
original meaning?

🤔

AI.TXT

User-agent: *
  Path: / html
    Element: p
      Disallow: Train
      Disallow: Summarize
    Element: img
      Disallow: Crop

# The New York Times Company.  Prohibited
uses include but are not limited to:
# (1) text and data mining activities under
...
# (2) the development of any software,
machine learning, artificial intelligence
(AI), and/or large language models (LLMs);

comments inside the above robots.txt Instead of putting the
instructions for AI
models and agents in
the comments of
robots.txt, can we
have a dedicated
domain specific
language (DSL) to
describe them?

🤔

Figure 1: An example of robots.txt vs. ai.txt.

legal challenges related to unauthorized use of copyrighted-protected content for training GPT-series
models [3]. Moreover, the use of distinctive stylistic references, such as “Ghibli Style” in GPT-4o
image-generation, has raised additional concerns about copyright infringement [4]. Ethical issues also
emerge in the domain of AI-generated text summarization, including the potential erosion of deep
comprehension, bias in summarization outcomes, and accountability complexities [5]. Consequently,
establishing robust regulatory frameworks for governing AI-Internet interactions is essential.

Regulatory measures currently employed, such as the widely adopted robots.txt standard [6], prove
insufficient for addressing the complexities introduced by AI models and agents. Initially proposed
by Martijn Koster in 1994 [7], the robots.txt standard enables website owners to guide web crawlers
to access or exclude specific URLs through a simple textual configuration file typically located at
/robots.txt, as exemplified by https://www.nytimes.com/robots.txt. Although robots.txt
effectively instructs traditional web crawlers on URL-based access permissions, it lacks the granularity
and semantic expressiveness necessary to regulate nuanced behaviors of contemporary AI systems.
For example, Figure 1 illustrates the robots.txt file of The New York Times, effectively managing
crawler access at the URL level. Yet, despite clearly expressed concerns about the use of their articles
for training LLMs, such restrictions cannot be formally enforced using the current robots.txt syntax
and are instead confined to informal textual comments. Likewise, issues surrounding the accuracy of
article summarization and the fidelity of interpretation remain unresolvable through existing technical
means.

Consequently, the existing robots.txt standard does not adequately manage and constrain the diverse
and sophisticated interactions between AI agents and the web content. Addressing these limitations
necessitates developing an enhanced regulatory framework, explicitly designed to encode complex
semantic constraints and ethical considerations, ensuring more precise and meaningful governance of
AI interactions on the Internet.

To address this gap, we propose a novel domain-specific language (DSL) named ai.txt. The design
of ai.txt adheres to the core principles of simplicity, clarity, consistency, and functionality. Figure 1
provides an illustrative example of an ai.txt file. The syntax of ai.txt closely resembles that of
robots.txt, ensuring human readability while extending its capabilities to explicitly regulate various
actions performed by AI agents. Importantly, ai.txt facilitates more fine-grained control over regulated
online content compared to conventional methods. Instead of managing AI actions based solely
on website paths, ai.txt enables specific regulation of individual elements within online content.
For example, referring to the file shown in Figure 1, actions such as Train and Summarize can be
explicitly disallowed for HTML paragraphs, whereas the Crop action can be explicitly prohibited for
images. Additionally, beyond simple permission management, ai.txt supports the provision of natural
language instructions intended for AI agents capable of interpreting such guidance.

To make it easy to develop and maintian ai.txt files, we implemented an integrated development
environment (IDE) for ai.txt using JetBrains’ Meta Programming System (MPS) [8]. The IDE
simplifies the development of ai.txt files by providing code hints and autocompletion. Furthermore,
an XML generation feature is integrated into the IDE, enabling automatic conversion of ai.txt files
into XML format for straightforward parsing using existing mature parser libraries.
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To ensure AI agents adhere to ai.txt specifications, we propose two complementary compliance
mechanisms. First, AI agents can directly parse the generated XML files to enforce regulations
programmatically. Second, AI agents equipped with natural language processing (NLP) capabilities
can interpret the plain text of ai.txt files as actionable instructions, incorporating them into their
prompt-based regulation mechanisms. Preliminary experimental results indicate that both methods
effectively enable AI agents to follow ai.txt directives. Additionally, case studies confirm the
expressiveness of ai.txt to comprehensively cover diverse regulatory scenarios.

In summary, in this work we make the following key contributions:

• We propose ai.txt, a novel DSL designed to explicitly instruct and regulate interactions between AI
agents and the Internet, potentially exerting significant influence over the broader digital ecosystem.

• We develop an IDE tailored for creating ai.txt files, with autocompletion support and integrated
XML generation capabilities.

• We present two complementary approaches which enable AI agents to comply with ai.txt regulations,
each accompanied by an implementation framework designed to integrate seamlessly with existing
AI agent systems.

• Through preliminary experiments, we validate the flexibility and expressiveness of ai.txt in accom-
modating various practical use cases.

This work is accompanied by a project website that provides additional explanations and the source
code for the ai.txt tools: https://sites.google.com/view/ai-txt/home.

2 Background and Related Work

2.1 robots.txt

robots.txt [9], formally defined under the Robots Exclusion Protocol, is a widely adopted stan-
dard which allows webmasters to specify which sections of their websites are accessible to web
crawlers and search engines. Initially introduced by Martijn Koster in 1994 [7], it manifests as
a simple text file placed at the root directory of the website. The file includes directives such as
User-agent—identifying specific crawlers—and Disallow—indicating URLs excluded from in-
dexing. Despite its simplicity, the original robots.txt specification suffered from inherent ambiguity,
resulting in inconsistent interpretations and implementations across different web crawlers. To
mitigate these discrepancies, Google initiated a Request for Comment (RFC) in 2019, culminating in
the publication of RFC-9309 in 2022 [9].

Whilst robots.txt serves as a regulatory guideline for web crawlers, it does not inherently enforce
compliance. Effective regulation under robots.txt necessitates supplementary anti-crawler techniques
to enforce adherence [10, 11]. Similarly, the proposed ai.txt is designed to allow website administra-
tors to declare intended regulations for AI agents explicitly, rather than to enforce them directly. We
outline strategies for building AI agents that adhere to ai.txt guidelines, while leaving the enforce-
ment of these directives through anti-AI techniques as a direction for future research. In contrast to
robots.txt, which primarily targets web crawlers, ai.txt provides the granularity and semantic precision
necessary to instruct the complex behaviors of contemporary AI systems effectively. Thus, inspired
by the regulatory approach of robots.txt, ai.txt establishes a structured framework to precisely govern
interactions between AI agents and the Internet.

2.2 AI Regulation

In recent years, numerous countries have issued documents to regulate AI [12, 13, 14, 15, 16, 17,
18]. The EU AI Act [12], proposed by the European Commission in 2021, is widely recognized as
the first comprehensive legislation which specifically addresses AI governance. The act emphasizes
ensuring that AI systems deployed within the European Union are safe, transparent, traceable, non-
discriminatory, and environmentally sustainable. It categorizes AI systems based on risk levels,
establishing regulations accordingly. Following the EU AI Act, many countries issued analogous
regulatory frameworks in 2023 [13, 14, 15, 16, 17, 18], which also aim to ensure the safe, secure,
and trustworthy development, deployment, and utilization of AI. These regulatory documents mark a
critical milestone in addressing both the potential risks and benefits associated with AI technologies.

3

https://sites.google.com/view/ai-txt/home


Collectively, these policies set comprehensive standards intended to safeguard various aspects of AI
applications, notably powerful LLM-based systems. They address concerns such as data privacy,
information governance, social equity, and environmental impacts across critical domains including
education, healthcare, public privacy, civil rights, and equity. For example, the White House issued the
Executive Order on Safe, Secure, and Trustworthy Artificial Intelligence [13], establishing a rigorous
legal framework in the United States aimed at promoting safety, security, and ethical considerations
within AI applications.

However, despite their comprehensive nature, these governmental regulatory guidelines [12, 13, 14,
15, 16, 17, 18] provide only broad, overarching principles rather than precise technical specifica-
tions or detailed compliance monitoring instructions [19, 12, 20]. Consequently, there remains a
critical need for technical frameworks and methodologies capable of explicitly guiding and verifying
compliance with these emerging regulations.

3 Design of ai.txt

3.1 Design Principles

Simplicity

Minimal Syntax

Low Learning Curve

Keep the grammar simple and intuitive,
similar to the line-based format of
robots.txt

Focus on instructing AI instead of
enforcing the regulation

Users should
be able to
understand
and write
basic
directives
quickly

Limited Scope

Clarity

Human-readable

Self-documenting

The language should be easily readable
not only by machines but also by
humans

Each statement should have a clear,
single interpretation

Syntax should
suggest its
meaning
without
extensive
documentationUnambiguous

Consistency

Predictable patterns

Logical Organization

Similar concepts should use similar
syntax

Establish consistent conventions for
whitespaces, comments, etc.

Group related
directives and
maintain
consistent
structureUniform formatting

Functionality

Expressiveness

Extensibility

Provide enough power to handle
common usage scenarios

Enable complex behaviors through
combinations of simple directives

Allow for
future
additions
without
breaking
existing
syntax

Composability

Figure 2: The design principles for ai.txt.

When designing ai.txt, we focus on four core principles that ensure effectiveness and adoption.
Simplicity is paramount; we aim to create a minimal syntax with a low learning curve that addresses
a limited problem scope. Clarity requires human-readable, self-documenting code where directives
have unambiguous meanings. Consistency builds user confidence through predictable patterns, logi-
cal organization, and uniform formatting conventions. Finally, functionality balances expressiveness
to handle common use cases with extensibility for future growth and composability to create complex
behaviors from simple elements. Together, these principles create a DSL that users can quickly
understand and implement while providing enough power to effectively solve the domain-specific
challenges of AI regulation.

3.2 Language Design

We present the syntax design of ai.txt using the Extended Backus–Naur Form (EBNF), adhering to
the style recommended by the W3C [21]. Additionally, we provide corresponding railroad diagrams
to visually illustrate the structures of the fundamental components of the language. In this section,
we introduce the key syntactic concepts, while comprehensive details are provided in Appendix A.1.

ai-txt-file ::= (user-agent-block | comment-line)+

user-agent-block

comment-line

# comment-text \n

comment-line ::= '#' comment-text eol

Figure 3: The ai.txt file and comment in EBNF and railroad diagram.

4



At the topmost level, an ai.txt file consists of one or more user-agent blocks and optional comment
lines, as illustrated in Figure 3. Although empty files are syntactically permissible, they serve no
practical purpose. Similarly to conventions in robots.txt and languages such as Python, comment
lines in ai.txt begin with the character #, followed by arbitrary explanatory text.

user-agent-block ::= 'User-agent:' white-space
((agent-name white-space)+ | '*') eol path-block+

User-agent: agent-name

*

\n path-block

Figure 4: The user-agent block in EBNF and railroad diagram.

The user-agent blocks specify the regulatory instructions applicable to one or more AI models or
agents. Figure 4 illustrates the detailed syntax structure. Each user-agent block begins with an
information line, followed by one or more path blocks. The information line starts with the keyword
User-agent:, followed by the names of the agents to be regulated. This list of agent names includes
either multiple identifiers separated by whitespace or the wildcard character *, indicating applicability
to all agents. Valid agent names consist of alphanumeric characters (a-zA-Z0-9) and underscores (_).

path-block ::= indentation'Path:' white-space path
white-space file-type eol element-block+ indentation Path: path file-type \n element-block

Figure 5: The path block in EBNF and railroad diagram.

The path blocks specify the details of individual paths subject to regulation, each beginning with
a forward slash character (/). Figure 5 presents the detailed syntax. Each path block is indented
exactly once and starts with an information line, followed by one or more subsequent element
blocks. The information line begins with the keyword Path:, followed by the specific path value
and its corresponding file-type. The specified paths are relative to the website root. For example,
given the URL https://en.wikipedia.org/wiki/Robots.txt, the actual path is represented as
/wiki/Robots.txt. The file-type denotes the format of the file associated with the specified path.
Currently supported file-type values include html, json, and xml.

element-block ::= indentation indentation 'Element:' white-space element-name eol action-block+

indentation indentation Element: element-name \n action-block

action-block ::= disallow-block | guide-block

disallow-block

guide-block

Figure 6: The element block and action block in EBNF and railroad diagram.

The element blocks define the specific elements within a given path that are subject to regulation.
The detailed syntax is illustrated in Figure 6. Each element block is indented twice and begins with
an information line, followed by one or more action blocks. The information line starts with the
keyword Element:, followed by the element-name. With the exception of the wildcard character *,
the format of element-name must be consistent with the file-type specified in the parent path block.
If the file-type is json or xml, the element-name should correspond to the subobject name, using
dot notation where appropriate. If the file-type is html, the element-name should conform to the
syntax of CSS selectors [22], enabling precise identification of DOM elements.

Each action block within an element block can either be a Disallow directive or a Guide directive,
as shown in Figure 6.

guide-block ::= indentation indentation indentation 'Guide:' whitespace
action-name+ eol (language-block guideline-block)+

indentation indentation indentation Guide: whitespace action-name \n

language-block guideline-block

indentation indentation indentation indentation Lang: whitespace language-name \nlanguage-block ::= indentation indentation indentation indentation 'Lang:'
whitespace language-name eol

guideline-block ::= indentation indentation indentation indentation
'Guideline:' whitespace guideline eol

indentation indentation indentation indentation Guideline: whitespace guideline \n

Figure 7: The guide block in EBNF and railroad diagram.
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The guide blocks specify actions that are permitted but require additional instructions for AI agents
when applied to the corresponding path and element. The detailed syntax is shown in Figure 8. Each
guide block is indented three times and consists of an information line, followed by one or more pairs
of language-block and guideline-block. The information line begins with the keyword Guide:,
followed by a list of actions. This list can consist of predefined action names separated by whitespace
or the wildcard character *, which denotes all supported actions (see Section 3.3). For each specified
action, website owners may provide language-specific textual guidelines intended to inform agent
behavior. The language identifiers should conform to ISO 639 language codes [23], such as en-US,
en-UK, or en-AU. Each corresponding guideline is a plaintext instruction written in the specified
language. These guidelines can be integrated into the agent’s prompt to guide its behavior for the
associated action. For example, for the Summarize action, a guideline in en-US might be: “Please
keep the first line of each paragraph in the summarization.”

disallow-block ::= indentation indentation
indentation 'Disallow:' whitespace action-name+ eol indentation indentation indentation Disallow: whitespace action-name \n

Figure 8: The disallow block in EBNF and railroad diagram.

The disallow blocks specify the actions that are prohibited for AI agents on the corresponding path
and element. The detailed syntax is illustrated in Figure 8. Each disallow block is indented three
times and consists of a single line. This line begins with the keyword Disallow:, followed by a list
of actions, formatted similarly to the action list in the guide block.

3.3 Regulated Actions

We aim to systematically compile a comprehensive set of actions that AI agents can perform on
various types of web content, including HTML, JSON, and XML, covering textual, image, and
multimedia data. To achieve this, we initially constructed a preliminary set of actions using two
complementary methods: (1) querying multiple large language models (LLMs), such as GPT series of
models, to obtain enumerations of actionable verbs relevant to AI interactions with web content; and
(2) crawling textual descriptions from 3,592 MCP server webpages to extract action-related terms.
Figure 9 shows the world clouds of the action verbs we initially collected. Subsequently, we manually
filtered out overly broad or ambiguous terms that lacked sufficient specificity. Additionally, we
reviewed existing regulatory documents and AI governance frameworks [12, 13, 14, 15, 16, 17, 18]
to gain insight into standardized terminologies and best practices in defining actionable capabilities.
Through iterative refinement and cross-validation of these sources, we finalized a curated, precise list
of actionable verbs suitable for rigorous research and practical implementation in AI agent regulation.

(a) Word cloud from the answers of LLMs (b) Word cloud from the MCP server descriptions

Figure 9: Collected word clouds

The finalized list of actions is detailed as follows:

• Analyze: Perform complex reasoning, derive insights, generate hypotheses, or draw conclusions
based on the content, going beyond surface description or summarization. Content marked with
Disallow: Analyze must not be used as a basis for complex analysis or insight generation by the
AI agent.
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• Cite: Attribute or acknowledge the original source of content elements (text, image, audio, video).
Elements marked with Disallow: Cite must not have the original source explicitly attributed in
AI-generated responses.

• Clip: Extract shorter segments or subsets of multimedia content (audio and video). Content marked
with Disallow: Clip must not be shortened; the entire original length must be preserved when
returned by the AI agent.

• Describe: Generate objective and surface-level explanations or interpretations of content elements
(text, image, audio, video), such as identifying visual objects or explaining literal meanings. Content
marked with Disallow: Describe must not be described by the AI agent.

• Evaluate: Perform assessments or judgments regarding the quality, sentiment, bias, toxicity, or
other evaluative metrics of content elements. Content marked with Disallow: Evaluate must not
undergo evaluative analysis.

• Extract: Automatically retrieve structured or semi-structured information from web content (text,
JSON, XML, HTML), supporting tasks such as data mining, entity recognition, or metadata
extraction. Content marked with Disallow: Extract must not have information extracted.

• Index: Process and store content or its representations (like keywords or vector embeddings) in a
searchable index used by the AI agent for retrieval or similarity matching. Content marked with
Disallow: Index must not be included in AI-accessible search indexes.

• Manipulate: Modify or edit multimedia content (images, audio, videos), including creating deep-
fakes, impersonating individuals, altering stylistic elements (e.g., filters, style transfer), cropping
subjects, remixing, and performing digital edits. Content marked with Disallow: Manipulate
must remain entirely unaltered if used by the AI agent.

• Rephrase: Reformulate or restate textual content into alternative phrasing. Textual content marked
with Disallow: Rephrase must not be rephrased and must instead be quoted verbatim if returned
in AI-generated responses.

• Return: Directly return or incorporate original content elements (text, image, audio, video) into
AI-generated outputs. Content marked with Disallow: Return must be excluded entirely from
AI-generated responses.

• Summarize: Produce concise summaries reflecting deeper meanings or underlying themes of con-
tent elements (text, image, audio, video), addressing interpretive or thematic questions rather than
surface-level descriptions. Content marked with Disallow: Summarize must not be summarized.

• Train: Incorporate content elements (text, image, audio, video) into datasets used for AI model
training. Content explicitly tagged with Disallow: Train must be excluded from all training
datasets.

• Transcribe: Accurately convert spoken language from audio or video content into written textual
form. Content marked with Disallow: Transcribe must not be transcribed.

• Translate: Accurately convert textual content from one natural language into another. Content
marked with Disallow: Translate must not be translated.

These actions are explicitly defined based on their clarity, specificity, and practical applicability
within regulatory frameworks governing AI agents interacting with web-based content. Notably, the
action list is designed to be extensible and may be modified or expanded to incorporate new actions,
in accordance with the design principles outlined in Section 3.1.

4 Using ai.txt for Regulating AI

We propose two complementary approaches for enabling AI models or agents to comply with the
behavioral constraints specified in ai.txt. Figure 10 illustrates the two strategies. The first approach is
programmatic enforcement. In this method, an ai.txt file is compiled into a structured representation,
such as XML or other standardized formats with well-supported parsers. Developers can then
integrate rule-checking logic into the AI agent’s execution pipeline. For instance, if the parsed file
contains a directive such as Disallow: Summarize, and the agent is about to invoke a summarization
function, the control flow should be programmatically altered to prevent its execution. This approach
offers strict, deterministic enforcement and is suitable for scenarios where agent behavior must be
tightly controlled at the system level.
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IDE (Generator)

XML Parserai.txt File

Disallow: Summarize

XML File
<Disallow>   

<Action>Summarize</Action>

</Disallow>

if "Summarize" in disallow:
  # Skip summarization func
else:
  # Do summarization

Control Logic

disallow = list(parse_xml())

Parsed Object

§A.2.1

(a) Programmatic enforcement

ai.txt Parsing Agent

Prompt Builderai.txt File

Disallow: Summarize

Plain Text Rules
Rule 1: You should not
Summarize Element: ... for Path:
...

You are an expert of analyzing web
pages. When handling the website: ...
You should follow the following rules:

Rule 1: You should not Summarize
Element: ... for Path: ...

Rule 2: ...

...

System Prompt

(b) Prompt-level enforcement

Figure 10: Usage strategies of ai.txt

The second approach is prompt-level enforcement, which leverages the interpretive capabilities of
LLMs. Here, the ai.txt file is treated as plain text input and interpreted by an AI agent to extract a
list of behavioral rules. These extracted rules are then embedded into the prompts of downstream,
regulated AI agents, guiding their behavior in a flexible and context-aware manner. This approach
is particularly useful for natural language-based agents operating in less structured environments,
and it enables compliance without modifying the internal logic of the AI system. Together, these
approaches provide complementary mechanisms for aligning AI agent behavior with declarative,
human-readable policies.

5 Evaluation

We present a preliminary experimental design to evaluate the extent to which contemporary AI models
and agents can adhere to user-defined behavioral constraints.

Specifically, we distinguish between the two enforcement strategies: programmatic enforce-
ment—where the execution logic of AI agents is explicitly governed by external rule parsers—and
prompt-level enforcement, which relies on embedding regulatory instructions directly within the input
prompts. Given that programmatic enforcement can deterministically prevent disallowed actions,
our focus is on assessing the effectiveness of prompt-level enforcement, which is inherently more
susceptible to misinterpretation or circumvention by the model. Initial experiments suggest that state-
of-the-art models such as GPT-4o demonstrate high compliance under prompt-level guidance, with
minimal observed violations. However, these results are preliminary, and further testing is required to
systematically examine model behavior under adversarial prompts, ambiguous instructions, and more
complex regulatory conditions.

6 Conclusion

In this paper, we introduce ai.txt, a domain-specific language designed to regulate the behavior of AI
models and agents when interacting with web content. The language design is grounded in four key
principles—simplicity, clarity, consistency, and functionality—which collectively ensure that ai.txt
remains human-readable and machine-actionable. We rigorously define the syntax and semantics of
ai.txt, which enables unambiguous specification of permissible and prohibited actions across diverse
content types. Furthermore, we propose and implement two complementary enforcement strategies:
programmatic enforcement through structured rule parsing, and prompt-level enforcement using
natural language descriptions of regulatory constraints. Our experimental evaluation assesses the
extent to which state-of-the-art AI models adhere to ai.txt-based instructions, revealing that while
high-performing models like GPT-4o exhibit strong compliance in standard scenarios, challenges
remain in complex or ambiguous contexts.

References
[1] Zhiheng Xi et al. “The Rise and Potential of Large Language Model Based Agents: A Survey”.

In: ArXiv abs/2309.07864 (2023). URL: https://api.semanticscholar.org/CorpusID:
261817592.

8

https://api.semanticscholar.org/CorpusID:261817592
https://api.semanticscholar.org/CorpusID:261817592


[2] John Yang et al. “SWE-agent: Agent-Computer Interfaces Enable Automated Software Engi-
neering”. In: ArXiv abs/2405.15793 (2024). URL: https://api.semanticscholar.org/
CorpusID:270063685.

[3] Audrey PoPe. NYT v. OpenAI: The Times’s About-Face. 2024. URL: https : / /
harvardlawreview.org/blog/2024/04/nyt-v-openai-the-timess-about-face/.

[4] Christian Rowlands. Is ChatGPT’s Studio Ghibli craze a copyright timebomb? Here’s the
verdict from expert lawyers. 2025. URL: https://www.techradar.com/computing/
artificial-intelligence/is-chatgpts-studio-ghibli-craze-a-copyright-
timebomb-heres-the-verdict-from-expert-lawyers.

[5] Doc-E.ai. Ethical Implications of AI Summarization Tools. 2024. URL: https://www.doc-
e.ai/post/ethical-implications-of-ai-summarization-tools.

[6] Google. Introduction to robots.txt. 2025. URL: https : / / developers . google . com /
search/docs/crawling-indexing/robots/intro.

[7] robots.txt org. A Standard for Robot Exclusion. 1994. URL: http://www.robotstxt.org/
orig.html.

[8] Jetbrains. Meta Programming System: Create your own domain-specific language. 2025. URL:
https://www.jetbrains.com/mps/.

[9] M. Koster et al. Introduction to robots.txt. 2022. URL: https://datatracker.ietf.org/
doc/html/rfc9309.

[10] KyoungSoo Park et al. “Securing Web Service by Automatic Robot Detection”. In: USENIX
ATC, General Track. 2006. URL: https://api.semanticscholar.org/CorpusID:
2254340.

[11] Grégoire Jacob et al. “PUBCRAWL: Protecting Users and Businesses from CRAWLers”.
In: USENIX Security Symposium. 2012. URL: https://api.semanticscholar.org/
CorpusID:6640293.

[12] European Parliament. EU AI Act: first regulation on artificial intelligence. 2021. URL: https:
//www.europarl.europa.eu/news/en/headlines/society/20230601STO93804/eu-
ai-act-first-regulation-on-artificial-intelligence/.

[13] The White House. FACT SHEET: President Biden Issues Executive Order on Safe, Secure, and
Trustworthy Artificial Intelligence. 2023. URL: https://www.whitehouse.gov/briefing-
room / statements - releases / 2023 / 10 / 30 / fact - sheet - president - biden -
issues - executive - order - on - safe - secure - and - trustworthy - artificial -
intelligence/.

[14] Hiroki Habuka. Japan’s approach to AI regulation and its impact on the 2023 G7 presidency.
2023. URL: https://www.csis.org/analysis/japans-approach-ai-regulation-
and-its-impact-2023-g7-presidency/.

[15] John Beardwood. “Heads up: the companion document to the Canadian artificial intelligence
and data act—AIDA companion provides answers to some key questions but then raises
others”. In: Computer Law Review International 24.3 (2023), pp. 65–72.

[16] Teresa Scassa. “Regulating AI in Canada: a critical look at the proposed Artificial Intelligence
and Data Act”. In: Can. B. Rev. 101 (2023), p. 1.

[17] Sheehan Matt. China’s AI Regulations and How They Get Made. 2023. URL: https://
carnegieendowment.org/2023/07/10/china-s-ai-regulations-and-how-they-
get-made-pub-90117/.

[18] Fernando Filgueiras. “Designing artificial intelligence policy: Comparing design spaces in
Latin America”. In: Latin American Policy 14.1 (2023), pp. 5–21.

[19] Yoshija Walter. “Managing the race to the moon: Global policy and governance in artifi-
cial intelligence regulation—A contemporary overview and an analysis of socioeconomic
consequences”. In: Discover Artificial Intelligence 4.1 (2024), p. 14.

[20] Pedro Robles and Daniel J Mallinson. “Catching up with AI: Pushing toward a cohesive
governance framework”. In: Politics & Policy 51.3 (2023), pp. 355–372.

[21] W3C. EbnfGrammar. 2012. URL: https://www.w3.org/community/markdown/wiki/
EbnfGrammar.

[22] mdn web doc. CSS selectors. 2025. URL: https://developer.mozilla.org/en-US/
docs/Web/CSS/CSS_selectors.

9

https://api.semanticscholar.org/CorpusID:270063685
https://api.semanticscholar.org/CorpusID:270063685
https://harvardlawreview.org/blog/2024/04/nyt-v-openai-the-timess-about-face/
https://harvardlawreview.org/blog/2024/04/nyt-v-openai-the-timess-about-face/
https://www.techradar.com/computing/artificial-intelligence/is-chatgpts-studio-ghibli-craze-a-copyright-timebomb-heres-the-verdict-from-expert-lawyers
https://www.techradar.com/computing/artificial-intelligence/is-chatgpts-studio-ghibli-craze-a-copyright-timebomb-heres-the-verdict-from-expert-lawyers
https://www.techradar.com/computing/artificial-intelligence/is-chatgpts-studio-ghibli-craze-a-copyright-timebomb-heres-the-verdict-from-expert-lawyers
https://www.doc-e.ai/post/ethical-implications-of-ai-summarization-tools
https://www.doc-e.ai/post/ethical-implications-of-ai-summarization-tools
https://developers.google.com/search/docs/crawling-indexing/robots/intro
https://developers.google.com/search/docs/crawling-indexing/robots/intro
http://www.robotstxt.org/orig.html
http://www.robotstxt.org/orig.html
https://www.jetbrains.com/mps/
https://datatracker.ietf.org/doc/html/rfc9309
https://datatracker.ietf.org/doc/html/rfc9309
https://api.semanticscholar.org/CorpusID:2254340
https://api.semanticscholar.org/CorpusID:2254340
https://api.semanticscholar.org/CorpusID:6640293
https://api.semanticscholar.org/CorpusID:6640293
https://www.europarl.europa.eu/news/en/headlines/society/20230601STO93804/eu-ai-act-first-regulation-on-artificial-intelligence/
https://www.europarl.europa.eu/news/en/headlines/society/20230601STO93804/eu-ai-act-first-regulation-on-artificial-intelligence/
https://www.europarl.europa.eu/news/en/headlines/society/20230601STO93804/eu-ai-act-first-regulation-on-artificial-intelligence/
https://www.whitehouse.gov/briefing-room/statements-releases/2023/10/30/fact-sheet-president-biden-issues-executive-order-on-safe-secure-and-trustworthy-artificial-intelligence/
https://www.whitehouse.gov/briefing-room/statements-releases/2023/10/30/fact-sheet-president-biden-issues-executive-order-on-safe-secure-and-trustworthy-artificial-intelligence/
https://www.whitehouse.gov/briefing-room/statements-releases/2023/10/30/fact-sheet-president-biden-issues-executive-order-on-safe-secure-and-trustworthy-artificial-intelligence/
https://www.whitehouse.gov/briefing-room/statements-releases/2023/10/30/fact-sheet-president-biden-issues-executive-order-on-safe-secure-and-trustworthy-artificial-intelligence/
https://www.csis.org/analysis/japans-approach-ai-regulation-and-its-impact-2023-g7-presidency/
https://www.csis.org/analysis/japans-approach-ai-regulation-and-its-impact-2023-g7-presidency/
https://carnegieendowment.org/2023/07/10/china-s-ai-regulations-and-how-they-get-made-pub-90117/
https://carnegieendowment.org/2023/07/10/china-s-ai-regulations-and-how-they-get-made-pub-90117/
https://carnegieendowment.org/2023/07/10/china-s-ai-regulations-and-how-they-get-made-pub-90117/
https://www.w3.org/community/markdown/wiki/EbnfGrammar
https://www.w3.org/community/markdown/wiki/EbnfGrammar
https://developer.mozilla.org/en-US/docs/Web/CSS/CSS_selectors
https://developer.mozilla.org/en-US/docs/Web/CSS/CSS_selectors


ai-txt-file ::= (user-agent-block | ‘#’ comment-text eol)+

comment-line ::= ‘#’ comment-text eol
user-agent-block ::= ‘User-agent:’ white-space ((agent-name white-space) + | ‘’) eol

| path-block+
path-block ::= indentation ‘Path:’ white-space path white-space file-type eol

| element-block+
element-block ::= indentation indentation ‘Element:’ white-spaceelement-name eol

| action-block+
action-block ::= disallow-block | guide-block

disallow-block ::= indentation indentation indentation ‘Disallow:’ whitespace action-name + eol
guide-block ::= indentation indentation indentation ‘Guide:’ whitespace action-name + eol

| (language-block guideline-block)+
language-block ::= indentation indentation indentation indentation‘Lang:’ whitespace language-name eol
guideline-block ::= indentation indentation indentation indentation ‘Guideline:’ whitespace guideline eol

file-type ::= ‘html’|‘json’|‘xml’
eol ::= ‘\n’

white-space ::= ‘ ’
indentation ::= (white-space white-space (white-space white-space)?) | ‘\t’
agent-name ::= [a-zA-Z0-9_]+

path ::= ‘/’ (path-segment ‘/’) ∗ (path-segment)?
path-segment ::= [a-zA-Z0-9_.&%/ :@-]+

Figure 11: Complete EBNF grammar for ai.txt.

[23] International Organization for Standardization. ISO 639 Language code. 2025. URL: https:
//www.iso.org/iso-639-language-code.

[24] Yuekang Li et al. ai.txt: A Domain Specific Language for Regulating AI Agents on the Internet.
2025. URL: https://sites.google.com/view/ai-txt/home.

A Technical Appendices and Supplementary Material

A.1 Syntax Details for ai.txt

Here are the complete details about the syntax of ai.txt in Figure 11.

A.2 Implementation Details

A.2.1 IDE for ai.txt

We developed an integrated development environment (IDE) for ai.txt using the Meta Programming
System (MPS) by JetBrains [8]. The IDE features a code editor with autocompletion and various
constraint checkers—for example, validating whether a given path adheres to the required format.
Additionally, the IDE includes a generator that converts ai.txt files into XML format to facilitate
parsing with existing tools. A demonstration video showcasing the IDE’s functionality is available on
our project website [24].

A.2.2 Agent Framework for ai.txt

The source code of the AI Agents and our suggested framework of using ai.txt in development will
be released on our website [24].
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