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Abstract
Delivering high-quality, secure 360◦ video content introduces unique
challenges, primarily due to the high bitrates and interactive de-
mands of immersive media. Traditional HTTPS-based methods,
although widely used, face limitations in computational efficiency
and scalability when securing these high-resolution streams. To
address these issues, this paper proposes a novel framework inte-
grating Attribute-Based Encryption (ABE)with selective encryption
techniques tailored specifically for tiled 360◦ video streaming. Our
approach employs selective encryption of frames at varying levels
to reduce computational overhead while ensuring robust protection
against unauthorized access.

Moreover, we explore viewport-adaptive encryption, dynami-
cally encrypting more frames within tiles occupying larger portions
of the viewer’s field of view. This targeted method significantly en-
hances security in critical viewing areas without unnecessary over-
head in peripheral regions. We deploy and evaluate our proposed
approach using the CloudLab testbed, comparing its performance
against traditional HTTPS streaming. Experimental results demon-
strate that our ABE-based model achieves reduced computational
load on intermediate caches, improves cache hit rates, and main-
tains comparable visual quality to HTTPS, as assessed by Video
Multimethod Assessment Fusion (VMAF).
Keywords: 360° Video Streaming, DASH, Attribute-Based Encryp-
tion, Caching, ABR, Quality of Experience, CDN

1 Introduction
Digital Rights Management (DRM) has played a pivotal role in
the widespread adoption and success of online video streaming
by protecting content from unauthorized access and distribution.
Traditional DRM approaches secure video content in transit and at
rest separately, primarily relying on Hypertext Transfer Protocol
Secure (HTTPS) coupled with Transport Layer Security (TLS). The
success of video streaming is also based on the support by Con-
tent Distribution Networks (CDN) [2, 18], which make streaming
scalable to hundreds of millions of users.

However, employing HTTPS with adaptive bitrate (ABR) stream-
ing—commonly implemented through protocols such as Dynamic
Adaptive Streaming over HTTP (DASH) on top of CDN distribu-
tion architectures—introduces significant computational overhead
due to the necessity of decrypting and re-encrypting content at
intermediate caching nodes. This limitation becomes particularly
pronounced in bandwidth-intensive scenarios such as 360◦ video
streaming, where the interactive nature and high bitrate require
additional networking and computing resources.

To overcome these limitations, priorwork [29] introducedAttribute-
Based Encryption for DRM-enabled conventional video streaming.

This approach secures the data itself, removing the need for sepa-
rate transport-layer encryption. It simplifies content distribution
by encrypting data once with specific attributes, allowing caching
nodes to serve encrypted video without additional cryptographic
operations. Clients obtain attribute-based keys from a license server
to decrypt and access the content, significantly reducing the com-
putational load on caches and facilitating scalable streaming.

The work presented in this paper addresses the challenges of
securely and efficiently streaming 360◦ videos. Due to their spheri-
cal nature, 360◦ videos are projected onto two-dimensional planes,
tiled, and selectively streamed based on the user’s viewport [35].
Depending on the viewer’s head movement, their viewport might
be composed of portions of different tiles. Consequently, the video
frames of several tiles have to be streamed to the client in parallel,
which is in contrast to conventional video, where there is only a
maximum of one stream. Our approach introduces selective frame
encryption strategies tailored explicitly to the tiled structure of 360◦
videos. This 2-dimensional method combines frame-selective and
tile-selective encryption to reduce computational overhead while
preserving content protection. Different frame types are encrypted
at varying levels based on each tile’s relevance to the viewport.

We evaluate our proposed approach in CloudLab [10], comparing
it directly against conventional HTTPS-based streaming. Experi-
mental results indicate that employing ABE substantially reduces
computational overhead at intermediate caches, while preserving
cache efficiency and maintaining comparable video quality, as as-
sessed by the Video Multimethod Assessment Fusion (VMAF) met-
ric. This work illustrates the benefits of integrating ABE into tiled
360◦ video streaming, and also establishes a promising pathway
toward scalable and efficient secure immersive media distribution.

This paper makes the following contributions. We introduce an
ABE-based two-dimensional selective encryption method, which
is specifically designed for scalable streaming of 360◦ video. In
addition, we conduct an in-depth evaluation, with two distinct
experiment setups: a small-scale experimental and a large-scale
multicache hierarchical experiment with strict bandwidth limita-
tions. The results of this evaluation show that CPU usage at both
the server and caches is significantly reduced with up to 63% reduc-
tion at the cache. In several cases, it also delivers improved hit rates,
while maintaining QoE comparable to the TLS-based approach.

2 Background and Related Work

2.1 Fundamentals of 360◦ Video
360◦ videos offer immersive experiences by capturing a complete
spherical view, enabling viewers to interactively explore the envi-
ronment. As illustrated in Fig. 1, these videos provide three degrees
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of freedom (3DoF): yaw (left/right), pitch (up/down), and roll (rota-
tional movement), contributing to an engaging user experience.

Figure 1: 360◦ Video Streaming Process

Equirectangular Projection: To encode spherical video data
using standard video codecs, a spherical view must be projected
onto a two-dimensional plane. The most widely used method is
equirectangular projection [11, 33], mapping the spherical surface
onto a rectangular grid. This allows compatibility with conventional
video formats and codecs while preserving spatial relationships
crucial for accurate spherical rendering during playback.

Viewport:A viewport represents the visible portion of the spher-
ical content, typically defined by a horizontal and vertical field of
view (FOV) ranging from 90 to 120 degrees. The viewport dynam-
ically adjusts based on user interactions via VR headsets, mobile
devices, or computer interfaces. By streaming primarily the view-
port region, substantial bandwidth and computational savings are
achieved without diminishing the immersive experience [11].

Tiling: Delivering high-quality streaming across an entire 360◦
video simultaneously is bandwidth-intensive and inefficient. To
optimize performance, videos are spatially divided into smaller
rectangular sections known as tiles. These tiles, derived from the
equirectangular projection, allow adaptive streaming by enabling
higher-quality delivery for tiles within the user’s viewport, while
peripheral tiles are streamed at lower quality or omitted. This tech-
nique significantly reduces bandwidth consumption and ensures
smooth playback even under constrained network conditions [34].

Fig. 1 outlines the complete streamingworkflow: capturing spher-
ical video content, projecting it onto an equirectangular plane, par-
titioning it into tiles, and selectively streaming high-quality tiles
based on the user’s real-time viewport.

2.2 Attribute-Based Encryption (ABE)
ABE is a cryptographic technique designed to enable fine-grained
access control for encrypted data. Unlike traditional symmetric
encryption methods like AES, ABE uses attributes—descriptive
elements assigned to users or data—to define access policies. In this
scheme, data can be decrypted only if a user’s attributes satisfy the
access policy associated with the encrypted content.

The operation of ABE begins with a setup phase conducted by
a Trusted Authority (TA). During this phase, the TA generates a
Master Key and a Public Key. The Data Owner encrypts content us-
ing the Public Key and defines an access policy based on attributes.
The TA, using the Master Key, generates Private Keys for users,
tailored to their specific attributes. When a user attempts to decrypt
a ciphertext, the system verifies whether their attributes satisfy
the encryption policy. If the attributes match, the decryption suc-
ceeds, granting access to the content. In our work, we utilized the
CPABE-Toolkit, a command-line tool [6], which is based on the
cryptographic framework outlined in [7]. Prior work [29] has uti-
lized ABE to provide segment-level security for conventional video.

In this work, the authors apply ABE to individual video frames
within each segment.

2.3 Selective Encryption of Video Streams
Selective encryption has been awidely researched topic inmultimedia[1,
17, 32]. A recent study [1], explores the use of Advanced Encryp-
tion Standard (AES) for selectively encrypting H264/AVC videos.
This system processes the H264 bitstream to identify I -frames and
encrypts them using AES, based on the assumption that removing
access to I -frames renders the dependent P and B-frames ineffec-
tive. While it is true that I -frames are self-contained and provide
all the necessary information to display a complete image [25], this
approach overlooks the fact that P and B-frames may still carry
meaningful information. P and B-frames contain I -blocks, andwhen
a sequence of these frames is correlated with their reference frames,
they can still convey significant visual information [3]. Building on
this observation, our work explores encrypting P and B-frames in
addition to I -frames in H264 bitstreams, employing varying levels
of encryption. This approach aims to address the limitations of
solely encrypting I -frames by targeting the residual visual infor-
mation carried by dependent frames, thereby enhancing security
and reducing the risk of meaningful content leakage.

2.4 VMAF for 360◦ Video QOE Evaluation
Video Multi-method Assessment Fusion (VMAF) [16] is a video
quality metric that combines human visual perception models with
machine learning techniques to evaluate video quality. It assesses
how closely a distorted or degraded video resembles a reference
video, providing an objective measure of user experience. VMAF
scores range from 0 to 100, with higher scores indicating better
video quality and a more enjoyable viewing experience.

The metric is widely used in video streaming and encoding re-
search to quantify quality degradation and optimize video delivery
systems. Specifically, Orduna et al. [21] explore the application of
VMAF for 360◦ videos. While VMAF was originally designed to
evaluate conventional 2D videos, [21] demonstrated that it can also
be effectively applied to 360◦ videos without any modifications.
Their evaluation was based on leveraging a diverse dataset of 360◦
videos in equirectangular projection format.

2.5 HTTP-based Video Streaming and CDNs
DASH [27] and HLS [12] are popular ABR streaming standards
that segment videos at various bitrates, allowing clients to adapt
quality via algorithms like BOLA [28] or Pensieve [19]. HTTPS
secures traffic via TLS [24], but its point-to-point encryption adds
computational overhead, especially when 360◦ videos are cached.

Content Distribution Networks (CDNs) efficiently distribute dig-
ital content by caching it close to users, minimizing buffering and
latency. Popular streaming services leverage CDNs extensively, em-
ploying caches globally to ensure high-quality service. However,
the use of HTTPS complicates caching by necessitating TLS ter-
mination and re-encryption at CDN nodes, significantly adding
overhead to streaming systems [29, 31].

3 System Architecture
The architecture we created for ABE-based 360◦ video distribution
is inspired by the work presented in [29]. While previous work
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has primarily focused on conventional video streaming, our ap-
proach is specifically tailored to 360◦ video content, requiring the
design of an architecture that enables selective encryption for tiled
360◦ videos. Our proposed architecture is realized in a prototype
implementation, which we use for the evaluation of our approach.

Figure 2: System Architecture

3.1 HTTP+ABE for Secured Streaming:
Figure 2 illustrates the system architecture of our ABE-based 360◦
video streaming framework, integrated into a typical DASH-based
distribution pipeline.

The architecture consists of three key entities: Content Provider,
the CDN, and a Trusted Authority. It includes three main com-
ponents: origin servers, CDN edge servers (caches), and clients
(e.g, head-mounted devices (HMD), laptops, phones). The Content
Provider divides the equirectangular projection of the 360◦ videos
into tiles and encodes each into multiple qualities, generates DASH
metadata (e.g., MPD), and handles content encryption using ABE.
All content is originally stored on the origin server.

Client requests are directed to edge servers based on CDN poli-
cies [18]. If the requested content is cached, the edge server delivers
it directly; otherwise, it retrieves it from the origin server and de-
cides whether to cache it for future use.

Integration into HTTP-based Streaming: To integrate ABE
into standard DASH streaming, we made several modifications: A
Trusted Authority (TA) generates a master key and a public key.
The public key is used to encrypt video segments using an ABE
policy, while the TA uses the master key to generate user-specific
private keys embedded with access attributes. Unlike HTTPS-based
approaches, where key exchange is handled via TLS, in the case of
ABE, a separate mechanism is used where the TA issues decryption
keys directly to clients. CDN caches remain agnostic to the decryp-
tion process—they store encrypted segments but do not perform
any cryptographic operations.

Our system also introduces selective encryption of video streams
(see Sect. 3.2). While prior work [22, 26] has explored selective
encryption, modern HTTP-based streaming is typically binary:
either fully encrypted (via HTTPS) or not encrypted (HTTP) at all.
To support selective encryption in DASH, it is required that the
server or cache can communicate to the client which portions of
the video stream are encrypted. In our approach, this is achieved by

modifying the MPD to include “encryption level" for a segment that
indicates what video frames are encrypted. On the client side, once a
segment is downloaded, the DASHplayer reads this encryption level
and invokes selective decryption logic. The client uses its private
key to decrypt the targeted frames before playback. Additional
implementation details are provided in Section 3.3.

All other components of standard DASH remain unchanged, al-
lowing seamless integration into existing streaming infrastructures.

3.2 Selective Encryption for Tiled 360◦ Videos
To balance content protection and computational efficiency, we pro-
pose a flexible, frame-based, two-dimensional selective encryption
approach tailored to 360◦ video streaming. Rather than striving for
complete secrecy, our aim is to significantly impair unauthorized
viewing by degrading video quality through partial encryption. This
strategy represents a trade-off between the extent of encryption
and the resources consumed during en- and decryption. In addition,
our encryption approach is specifically designed for tile-based 360◦

streaming through the introduction of a scheme that adjusts the level
of encryption based on the importance of a tile.

In the first dimension, our method supports multiple levels of
encryption, ranging from encrypting only I-frames to encrypting P-
frames or all frames, providing scalability in protection and perfor-
mance. Designed for H264/AVC encoded videos, we parse Network
Abstraction Layer (NAL) units from DASH segments to identify I,
P, and B-frames. Selected frames are encrypted using the CPABE
toolkit with attribute-based policies, and reinserted into their origi-
nal locations. We update frame size headers accordingly but inten-
tionally avoid modifying the MP4 container’s metadata and offsets,
rendering the video unplayable unless decrypted correctly, adding
an additional layer of access control.

Decryption mirrors this process: encrypted frame bytes are iden-
tified, decrypted using authorized keys, and reinserted into the seg-
ment. Frame size headers are restored to make the segment playable
again. Figure 3 illustrates our selective encryption pipeline.

Figure 3: Frame-based selective encryption using ABE.

We extend this concept in the second dimensionwithTile-Based
Selective Encryption, which applies frame-based encryption se-
lectively within tiles of a 360◦ video based on their relevance to the
user’s viewport. To illustrate our approach, we use the example of a
360◦ video that is tiled in a 3x3 grid. Without loss of generality, our
approach can be easily extended to other tiling schemes. For tiles
covering the major portion of the viewport—determined dynami-
cally during playback—we aggressively encrypt both I and P-frames.
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Figure 4: Tile-based selective frame encryption.

For peripheral viewport tiles, we encrypt only I -frames, achieving
notable degradation in quality with reduced computational effort.

Figure 4 illustrates this process, where tile 5, occupying the core
of the viewport, is fully encrypted (I and P-frames), while tiles 6,
8, and 9 are partially encrypted (I -frames only). This dual-layer
strategy—spatial tiling and frame-based selection—achieves strong
content protection while minimizing computational load.

3.3 Prototype Implementation
The evaluation of ABE for 360◦ video streaming is based on a pro-
totype we implemented, making use of the following components:

CPABE Toolkit: We implement Attribute-Based Encryption
(ABE) using the CPABE toolkit [6], based on the work in [7].

MPD:Wemodified the Media Presentation Description (MPD) to
support our tiled 360◦ video streaming experiments using Attribute-
Based Encryption (ABE). In our setup, each video segment consists
of a group of four tiles representing the user’s viewport. This struc-
ture is maintained across each adaptation set (representing different
video bitrates), where each segment entry represents a list of four
tile files. To enable adaptive bitrate streaming, the bitrate of each
adaptation set is specified as the sum of the bitrates of the four tiles.
Furthermore, each tile’s filename includes a suffix that reflects the
level of selective encryption (e.g., allI or allI+P) applied to it. This
informs the client which frame types (I or P) are encrypted, guiding
it to perform the corresponding ABE decryption during playback.

AStream-360:We extend the AStream DASH client, a Python-
based DASH emulation tool [14, 15] supporting various ABR al-
gorithms, to support 360◦ tiled video streaming with selective en-
cryption. For each playback segment, AStream-360 downloads a
set of four tiles corresponding to the user’s current viewport and
invokes the ABE selective decryption module to decrypt targeted
frames within each tile. All four tiles are fetched at the same qual-
ity level, selected by the basic ABR algorithm based on the com-
bined download and decryption time across all tiles. For simplicity,
only viewport-relevant tiles are downloaded in our current imple-
mentation; however, this design can be easily extended to include
non-viewport tiles to support seamless viewport transitions.

4 Evaluation
In this section, we first analyze the impact of our two-dimensional
selective encryption technique under ABE for tiled 360◦ videos.
We then describe the experimental setup and the metrics used to
assess the performance of our attribute-based selective end-to-end
encryption framework. Finally, we present experimental results
comparing our approach to HTTPS-based 360◦ video streaming.

4.1 Impact of Selective Encryption under ABE
In this section, we apply frame-based selective encryption to tiled
360◦ videos using ABE under four different strategies. We evalu-
ate each strategy in terms of the level of content unviewability it
achieves and the associated computational trade-offs. For simplicity,
our ABE policy used a single attribute.

Encryption Scheme:We evaluate four tile-based selective en-
cryption strategies for 360◦ video streaming. Two of these employ
viewport-aware, 2-dimensional selective encryption, where we en-
crypt frames in a tile segment based on the portion of viewport it
covers: (a) Major-allP: All I - and P-frames are encrypted for the
tile that predominantly covers the viewport (e.g., tile 5 in Fig. 4),
while only I -frames are encrypted for the remaining minor tiles in
the viewport. (b) Major-allI: Only I -frames from the major tile are
encrypted, and all minor tiles in a viewport remain unencrypted.

To generate encrypted viewport videos, we identify the four
tiles present in the viewport for each segment. Based on whether
a tile is classified as major or minor, we apply the corresponding
encryption level. These tiles are combined and cropped to form a
viewport-specific clip for each segment. This process is repeated
for all segments, and the clips are concatenated to produce the final
encrypted viewport video.

The remaining strategies apply encryption independent of the
viewport: (c) Full: All frames (I, P, and B) are encrypted in each tile.
(d) All I+P: Only all I - and all P-frames are encrypted in each tile.

360-VideoDataset:Our evaluation uses four diverse 360◦ videos:
(1) an action-packed short film, (2) a London tour with relatively
still backgrounds, (3) a slower-paced documentary with frequent
motion and dynamic background changes, and (4) a yoga session
with minimal motion and a static indoor setting. These videos were
selected to represent various genres and motion complexities.

Tiling and Encoding: Each video is divided into a 3x3 grid,
resulting in nine tiles. With a resolution of 3840x1920, each tile
measures 1280x640 pixels. Tiles are encoded using MP4-H264 and
segmented for DASH streaming. A keyframe interval of 60 frames
is used to support ABR, with additional keyframes inserted at scene
changes using a scene threshold of 40.

Viewport Simulation:We assume the viewport corresponds to
the size of a single tile, approximately 120 degrees of the horizontal
field of view (360/3). Since real head movement data was unavail-
able for most videos, we manually analyzed each video to identify
visually engaging areas likely to attract user attention. A viewport
spans portions of four different tiles and changes to different tiles at
various points in the video. The viewport portions are cropped and
stitched into a continuous "viewport video" for further analysis.

VMAF Evaluation: To assess quality degradation due to se-
lective encryption, we compare each encrypted viewport video to
its unencrypted counterpart using VMAF. In our context, a lower
VMAF score indicates effective quality degradation, aligning with
the goal of restricting high-quality video access while minimizing
computational overhead.

Figure 5a presents the mean VMAF scores with 95% confidence
intervals for the four selective encryption schemes. As expected,
Full encryption results in the lowest VMAF, making content un-
viewable. Both All I+P and Major-P also achieve strong degradation,
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keeping VMAF consistently below 5. In contrast, Major-allI per-
forms the weakest, with VMAF reaching up to 30, as it encrypts
only the I -frames of the major tile but leaves the rest unencrypted.

An interesting exception is the Yoga video, where VMAF remains
near zero across all schemes, likely due to its static content and
minimal motion. These findings suggest that encryption strategies
can be content-aware, adapting frame selection based on video
complexity to balance degradation and computational overhead.

Encryption & Decryption time overhead: Figure 5b shows
the total encryption and decryption time for each scheme. Full
encryption incurs the highest runtime, followed by All I+P, which
reduces the cost to half by excluding B-frames. Major-allP cuts
runtime even further—about half of All I+P—while still keeping
VMAF below 5. Major-allI is the most efficient, with runtimes of
only a few seconds, but it delivers the weakest degradation.

Total size increase overhead: Figure 5c, reports the size over-
head introduced by each scheme. As with runtime, the Full scheme
results in the largest overhead, most notably over 35% for the yoga
video. All I+P keeps overhead moderate, under 10% only, while
Major-allP limits it to around 5% by restricting encryption to select
tiles and frames. Major-allI introduces negligible overhead, typically
under 1%, aligning with its minimal computational cost.

4.2 360◦ Video Streaming Setup & Metrics
4.2.1 Setup Videos: For our streaming experiments, we used
Google Spotlight Stories: HELP, the same action video referenced
in Sect. 4.1. The 360-degree video, originally in 3840×1920 (4K)
resolution, was divided into a 3×3 tile grid, resulting in nine tiles.
Each tile was encoded using the H.264/AVC codec [13], packaged
in MP4, and segmented into MPEG-DASH compliant .m4s files.

To enable adaptive bitrate streaming, we generated four quality
levels per tile, each with distinct resolutions and bitrates (Tab. 1).
Streams were encoded with a 60-frame keyframe interval, with
additional keyframes inserted at scene changes (threshold = 40).
We prepared two dataset versions with 2-second and 4-second
segments for comparative evaluation. The 293-second video yields
147 segments for the 2-second version and 74 segments for the 4-
second version per quality level. To create amore diverse dataset, we
created four symbolic links for each tiled video stream, effectively
simulating five distinct video copies.

A key reason for selecting this video was the availability of
real head movement data from 48 viewers [30]. We parsed each
user’s head trace to extract the four tiles forming the viewport per
segment, designating the tile covering the largest area as the Major
tile and the rest of them as Minor tiles.

We averaged viewport coverage across users for both 2-second
and 4-second segments to generate per-segment tile selections. As
described in Sect. 3.3, these were encoded into the MPD, with each
segment referencing four tiles—one major and three minor—based
on real viewing data. The 2-second segmentation yielded finer
viewport accuracy due to less averaging loss. We created 40 unique
MPD files from 40 user head traces and evenly distributed five
simulated video copies (via symbolic links) across them. To reflect
realistic content popularity, clients requested videos according to a
Zipf distribution (𝑠 = 1.5), ensuring more frequent access to certain
videos—mirroring real-world streaming patterns.

Table 1: Bitrates and resolutions per video tile.

Stream Bitrate (Mbps) Resolution
1 0.5 480x240
2 1 640x320
3 2 960x480
4 3 1280x640

ABE: As part of our evaluation, we applied ABE encryption to
all tiled video segments across all quality levels, using a single-
attribute policy for simplicity. While prior work [23] shows that
decryption time grows linearly with the number of attributes, its
overall impact on system performance is minimal. Following en-
cryption, we updated stream bitrates to account for overhead and
revised the MPD files with the new bitrates and encrypted segment
URLs. We evaluated two selective encryption schemes: (1) Major-P,
which applies viewport-aware, two-dimensional encryption, and
(2) All-I+P, which encrypts frames regardless of viewport coverage
(see Sect. 4.1 for details).

We conducted our experiments on the CloudLab testbed [10]
using two deployment scales.

(a) Small-Scale Setup: This setup consists of seven nodes: one
origin server, one cache, and five client nodes. Each client node runs
six DASH clients, totaling 30 clients, with each client using a unique
headtrace-based MPD file. Bandwidth limits were configured using
Linux’s tc utility [9]. With each client streaming four tiles at up
to 3 Mbps per tile (12 Mbps total), each node requires up to 72
Mbps, resulting in 360 Mbps across all clients. To avoid client-side
contention, we allocated 72 Mbps between the cache and each client
node. To stress the origin-cache link, we limited its bandwidth to
120 Mbps—one-third of the total client bandwidth.

(b) Large-Scale Hierarchical Setup: This setup spans eight
nodes arranged in a two-level caching hierarchy. One node hosts the
origin server, another acts as the level-1 (L1) cache, and two level-2
(L2) caches connect to the L1 cache. Each L2 cache connects to two
client nodes, with each client node running 20 clients, totaling 80
clients. Since we had 40 unique headtraces, each was reused once.
Bandwidth limits were enforced similar to the small-scale setup,
between each L2 cache and its client nodes was capped at 240 Mbps
(480 Mbps total). To simulate contention, we limited the L1-to-L2
links to 160 Mbps each (one-third of downstream capacity). The
link between the origin and L1 cache was set to 320 Mbps, matching
the combined bandwidth from L1 to both L2 caches.

Apache HTTP Server & Apache Traffic Server:We use the
Apache HTTP Server [4] on the origin server and Apache Traffic
Server (ATS) [5] as the caching proxy. Both were configured with
TLS/SSL to support HTTPS streaming. In the small-scale experi-
ment, cache sizes were varied across seven configurations: 0 MB
(disabled), 100 MB, 250 MB, 500 MB, 1000 MB, 1500 MB, and 2000
MB. In the large-scale hierarchical setup, a minimum cache size of
10 MB was used, as 0 MB caching is not supported by ATS.

DASH Clients: For client-side streaming, we use AStream-360
(see Sect.3.3), which includes ABE decryption for HTTP-ABE ex-
periments. For HTTPS, the same client is used without decryp-
tion logic. Client session start times are scheduled using a Poisson
distribution[20]. In the small-scale setup, we set 𝜆 = 20, resulting
in an average interval of 20 seconds between client starts. For the
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(a) Average VMAF (b) Encryption & Decryption times (c) Percent of size overhead

Figure 5: Impact of different selective encryption schemes under ABE.

(a) Cache CPU usage (keys are similar to Fig. 6b)

(b) Cache hit rate

Figure 6: Comparison of cache performance metrics for the
small-scale experiment.

large-scale setup, we increase the rate to 𝜆 = 10 to reduce total
experiment time, yielding an average interval of 10 seconds.

4.2.2 Evaluation Metrics, CPU Load: To compare the computa-
tional overhead of HTTP-ABE and HTTPS, we record CPU usage
on both the cache and origin servers. We use Linux’s pidstat tool [8]
with a one-second refresh interval to monitor CPU utilization in
real time throughout each experiment.

Hit Rate: We assess cache efficiency by comparing hit rates un-
der HTTP-ABE and HTTPS across various cache sizes. Hit rates are
computed using ATS’s monitoring logs, which report the number
of cache hits and misses during streaming sessions.

QoE-1: VMAF (Video Quality): To evaluate perceived video
quality, we use VMAF [16], a metric developed by Netflix that com-
bines human visual models with machine learning. VMAF scores
range from 0 to 100, with higher scores indicating better visual
quality. For each client, we compare the streamed quality of a tile
segment to the corresponding tile segment from the highest-quality
stream. We compute the average VMAF per client and then aggre-
gate scores across all clients to assess overall video quality perfor-
mance across cache sizes.

QoE-2: Rebuffering: Rebuffering measures playback interrup-
tions caused by an empty buffer. We extract rebuffering durations
from the AStream DASH client logs, which record segment-wise
stall times. Thesemetrics are aggregated per client and subsequently
averaged across all clients to assess the impact of caching and pro-
tocol selection (HTTP-ABE vs. HTTPS) on playback smoothness.

4.3 HTTP-ABE vs HTTPS 360◦ video streaming
To evaluate system performance, we analyzed cache and origin
server CPU load, cache hit rate, midgress traffic, and client QoE.
Two experiments were conducted: a small-scale setup and a large-
scale hierarchical multi-cache setup, as described in Sect. 4.2.1.

The small-scale setup included thirteen runs: one with 0 MB
cache and two each for 100 MB, 250 MB, 500 MB, 1000 MB, 1500 MB,
and 2000MB. In the large-scale setup, where 0MBwas unsupported,
we used 10 MB as the minimum, resulting in fourteen runs. Cache
sizes were adjusted simultaneously across all three caches (L1 and
both L2s). Each experiment included a warm-up run to populate
the cache (no metrics collected), followed immediately by a second
run that records metrics for comparison.

4.3.1 Small-Scale Experiment In this experiment, we evalu-
ate the performance of our two ABE-based selective encryption
schemes, MajorP and All I+P, under HTTP and compare them with
HTTPS-based streaming. The evaluation is conducted using two
segment durations: 2-second and 4-second video segments, to study
the impact of segment granularity on system performance.

CPU Load on Cache: In Fig. 6a, we plot the average CPU usage
throughout the streaming session, along with a 95% confidence
interval, for various cache sizes. The results show that both HTTP-
ABE approaches consume significantly less CPU resources than
HTTPS, with HTTP-ABE-allI+P always outperforming Major-P.

A notable performance gap appears when comparing 4-second
and 2-second segment lengths.WithHTTPS, the CPU load increases
substantially for 2-second segments, as the cache must perform TLS
termination, decryption, and re-encryption for twice the number
of segments compared to the 4-second setup. In contrast, both ABE-
based approaches exhibit relatively stable CPU usage, with only a
slight increase when moving to shorter segments—thanks to the
absence of TLS termination. This trend suggests that as segment
duration decreases, HTTP-ABE becomes increasingly more efficient
than HTTPS in terms of CPU usage.

Specifically, for 4-second segments, HTTP-ABE-allI+P uses 36%
less CPU at 0MB cache and up to 53% less at 2000MB, compared to
HTTPS. For 2-second segments, the savings increase, ranging from
45% (at 0MB) up to 60% (at 2000MB). The HTTP-Major-P scheme
shows similar trends, using 31% up to 34% less CPU than HTTPS for
4-second segments, and 42% up to 47% less for 2-second segments,
as cache size increases from 0MB up to 2000MB.

Comparison ofHit Rate: Figure 6b compares the hit rates of the
cache for different sizes for HTTP-ABE and HTTPS. An interesting
observation is that the ABE-allI+P scheme achieves higher hit rates
than ABE-MajorP for cache sizes 500MB onwards. This is attributed
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(a) Server CPU usage (keys similar to Fig. 7c) (b) Average VMAF (c) Rebuffering ratio

Figure 7: Comparison of origin server CPU usage and client side QoE metrics for small-scale experiment.

to the nature of two-dimensional selective encryption in MajorP:
the same tile segment may be stored in the cache encrypted with
only I-frames (as a minor tile in one request), but later requested
with both I and P-frames encrypted (as a major tile in another
request), resulting in a cache miss due to mismatch in encryption
level. This fragmentation leads to lower cache reuse. In contrast,
the ABE-allI+P scheme applies a uniform encryption level across
all tiles, improving cacheability and hit rate consistency.

This also explains the higher CPU usage for ABE-MajorP com-
pared to ABE-allI+P, as more cache misses require more frequent
segment retrieval from the origin and additional writes to the cache.

When comparing segment lengths, both ABE schemes show
stable hit rates between 2-second and 4-second segments. However,
HTTPS experiences a noticeable drop in hit rates for 2-second
segments, particularly at cache sizes between 500 MB and 1500
MB, where ABE-allI+P outperforms HTTPS. Cache logs reveal that
the ABE approach benefits from a higher number of Read While
Write (RWW) hits, meaning the cache can immediately begin serving
a segment to other clients while it is still being written. In contrast,
HTTPS incurs additional delays due to TLS termination, decryption,
and re-encryption—even for cached segments.

This behavior becomes more pronounced with shorter segments,
where client requests are more frequent, increasing the overhead of
TLS operations in HTTPS. In contrast, HTTP-ABE avoids this over-
head entirely, resulting in better hit rates and improved efficiency,
especially with 2-second segmentation.

Origin Server: Figure 7a shows the origin server’s CPU load
with a 95% confidence interval. Across all cache sizes and for both
2-second and 4-second segments, both HTTP-ABE approaches con-
sistently use less CPU than HTTPS. This is primarily due to the
overhead of TLS encryption required for each client request un-
der HTTPS. As cache size increases, the CPU usage gap between
HTTPS and HTTP-ABE narrows, since more segments are served
from the cache. However, overall CPU usage remains low for all
configurations, with HTTPS peaking at approximately 3%.

Comparison of VMAF:We compared the client’s QoE between
HTTP-ABE and HTTPS by calculating the VMAF score for each
tile segment and averaging the results per client. Figure 7b presents
the average VMAF across 30 clients, along with a 95% confidence
interval, for various cache sizes. The results show that all three
approaches deliver comparable VMAF scores, regardless of cache
size or segment duration (2-second or 4-second). Additionally, we
observe that average VMAF scores are lower at smaller cache sizes

and increase with larger caches, as more segments are served di-
rectly from the cache. This reduces requests to the origin server
and avoids potential congestion.

Comparison of Rebuffering ratio: Figure 7c shows the aver-
age rebuffering ratio over the duration of the entire video for 30
clients, with a confidence interval of 95% between varying cache
sizes. We observe that HTTP-ABE-allI+P experiences significantly
higher rebuffering compared to ABE-MajorP and HTTPS, partic-
ularly when using 2-second segments. The HTTPS approach con-
sistently results in the lowest rebuffering, while MajorP performs
similarly to HTTPS with 4-second segments but degrades notice-
ably with 2-second segments.

Rebuffering decreases for all approaches as cache size increases,
since more segments are served directly from the cache. The higher
rebuffering observed in HTTP-ABE approaches can be attributed
to bandwidth congestion between the origin server and the cache,
further exacerbated by the increased segment sizes introduced by
ABE encryption overhead (as discussed in Sect. 4.1 and shown in
Fig. 5c). This overhead is greater for the allI+P scheme compared
to MajorP, which explains its poorer performance.

Similar findings were reported in [29], which shows that re-
moving bandwidth constraints significantly reduces rebuffering for
HTTP-ABE and HTTPS, limiting it to initial startup buffering.

4.3.2 Large Scale Hierarchical Experiment For the following
evaluations, we focus on 2-second segments, which yielded more
distinctive results in small-scale experiments.
CPU Load on L1 and L2 Caches: Figure 8 shows the average CPU
usage for both L1 and L2 caches. Similar to the small-scale experi-
ment, HTTPS consistently uses more CPU than both HTTP-ABE
approaches. At the L1 cache, the CPU usage gap is most pronounced
at smaller cache sizes. It narrows as cache size increases, eventually
converging at 2000 MB, where most segments are served by the L2
caches, reducing the load on the L1 cache.

Between the two ABE schemes, ABE-allI+P continues to outper-
form MajorP in terms of CPU efficiency, as previously observed in
the small-scale setup. The same trend applies to L2 caches: HTTPS
consumes more CPU than both ABE schemes, and allI+P consis-
tently uses less CPU than MajorP.

In case of the L1 cache, both ABE schemes consume up to 43%
less CPU than HTTPS at 10 MB. At 2000 MB, the reduction drops
to 17% for MajorP and 33% for allI+P. For the L2 caches, MajorP
achieves CPU savings ranging from 30–57%, while allI+P performs
even better, with reductions between 32–63% compared to HTTPS.

These results differ from prior findings [29], where in large-scale
experiments HTTP-ABE was observed to use more cache CPU
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Figure 8: CPU usage of L1 and L2 caches for different cache sizes.

Figure 9: Hitrate of L1 and L2 caches for different cache sizes.

(a) Origin server CPU usage (b) Average VMAF (c) Rebuffering ratio

Figure 10: Comparison of origin server CPU usage and client side QoE metrics for large-scale experiment.

than HTTPS at smaller cache sizes. In contrast, our results with
360◦ video streaming consistently show lower CPU usage for both
ABE approaches compared to HTTPS across all cache sizes. This
discrepancy can be attributed to the nature of 360◦ streaming, where
four tiles are downloaded per segment, significantly increasing the
load on the cache. Under HTTPS, this results in more frequent TLS
termination, decryption, and re-encryption, contributing to higher
CPU usage—an overhead avoided in the HTTP-ABE case.

Comparison of Hit Rate: Figure 9 shows that hit rates for both
HTTP-ABE approaches and HTTPS are comparable at the L1 cache.
However, at the L2 caches, only ABE-MajorP exhibits lower hit
rates between 1000 MB and 2000 MB—consistent with the trend
observed in the small-scale experiment.

Server CPU, VMAF and Rebuffering: Figure 10 presents the
comparison of server CPU usage (10a), VMAF (10b), and rebuffer-
ing (10c) for the large-scale experiment. The observed trends closely
align with those from the small-scale setup discussed in Sect. 4.3.1,
and can be interpreted using the same reasoning.

5 Conclusions
This work presents a novel application of Attribute-Based Encryp-
tion (ABE) for HTTP-based 360◦ video streamingwherewe leverage
selective frame-based encryption to secure the content rather than

the transport layer. Our approach enables efficient caching and
targeted access control without the overhead of TLS.

We implemented and evaluated two ABE-based selective encryp-
tion schemes: ABE-allI+P, a uniform encryption strategy applied
across all tiles, and MajorP, a viewport-aware, two-dimensional
encryption scheme that prioritizes frames in the viewer’s dominant
field of view. We observe that HTTP-ABE significantly reduces
cache CPU load up to 63% and improved hit rates in some cases,
outperforming HTTPS in both efficiency and scalability. These
benefits were especially pronounced in smaller segment durations,
suggesting that ABE is well-suited for live streaming scenarios.

However, our evaluation also revealed important trade-offs.While
both ABE schemes maintained comparable video quality (VMAF)
to HTTPS, they incurred higher rebuffering.

We found MajorP offered a middle ground—with lower rebuffer-
ing than allI+P, smaller encryption and decryption overhead, and
only slightly reduced content obfuscation. MajorP demonstrates the
potential of viewport-adaptive encryption strategies for balancing
efficiency and security. We will explore such trade-offs and their
implications on live-streaming in a future work.
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