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PQS-BFL: A Post-Quantum Secure
Blockchain-based Federated Learning Framework

Daniel Commey and Garth V. Crosby

Abstract—Federated Learning (FL) enables collaborative
model training while preserving data privacy, but its classical
cryptographic underpinnings are vulnerable to quantum attacks.
This vulnerability is particularly critical in sensitive domains
like healthcare. This paper introduces PQS-BFL (Post-Quantum
Secure Blockchain-based Federated Learning), a framework
integrating post-quantum cryptography (PQC) with blockchain
verification to secure FL against quantum adversaries. We
employ ML-DSA-65 (a FIPS 204 standard candidate, formerly
Dilithium) signatures to authenticate model updates and leverage
optimized smart contracts for decentralized validation. Extensive
evaluations on diverse datasets (MNIST, SVHN, HAR) demon-
strate that PQS-BFL achieves efficient cryptographic operations
(average PQC sign time: 0.65 ms, verify time: 0.53 ms) with a
fixed signature size of 3309 Bytes. Blockchain integration incurs
a manageable overhead, with average transaction times around
4.8 s and gas usage per update averaging 1.72x 10° units for PQC
configurations. Crucially, the cryptographic overhead relative to
transaction time remains minimal (around 0.01-0.02% for PQC
with blockchain), confirming that PQC performance is not the
bottleneck in blockchain-based FL. The system maintains com-
petitive model accuracy (e.g., over 98.8% for MNIST with PQC)
and scales effectively, with round times showing sublinear growth
with increasing client numbers. Our open-source implementation
and reproducible benchmarks validate the feasibility of deploying
long-term, quantum-resistant security in practical FL systems.

Index Terms—Post-quantum cryptography, blockchain, feder-
ated learning, digital signatures, lattice-based cryptography, ML-
DSA, Dilithium, security.

I. INTRODUCTION

Federated learning (FL) has emerged as a pivotal paradigm
for collaborative machine learning, enabling multiple parties
to train models on decentralized data without exposing raw
information [1]. This privacy-preserving approach holds im-
mense potential, particularly in domains handling sensitive
data, such as healthcare [2], [3]. However, the security foun-
dations of conventional FL systems rely heavily on classical
cryptographic algorithms like RSA and ECDSA for tasks such
as participant authentication and update integrity verification
[4].

The rapid advancement of quantum computing poses a
significant threat to these classical cryptographic primitives.
Shor’s algorithm, for instance, demonstrates that large-scale
quantum computers can efficiently break the mathematical
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problems underlying RSA and ECDSA [5], [6]. This im-
pending “quantum threat” necessitates a transition towards
post-quantum cryptography (PQC)—cryptographic systems
designed to resist attacks from both classical and quan-
tum computers [7]. The National Institute of Standards and
Technology (NIST) is actively standardizing PQC algorithms,
with lattice-based schemes like ML-DSA (formerly Dilithium)
emerging as leading candidates for digital signatures [8].

Simultaneously, blockchain technology has been explored as
a means to enhance the security, transparency, and auditability
of FL systems [4], [9]. By recording model updates or their
hashes on an immutable ledger, blockchain can provide veri-
fiable proof of contributions and prevent malicious tampering.
However, most existing blockchain platforms also rely on
classical cryptography, inheriting the same vulnerabilities to
quantum attacks.

These simultaneous advances and emerging threats moti-
vate a unified approach that secures FL ecosystems against
future quantum adversaries while leveraging the benefits of
blockchain verification.

A. Motivation

The long-term viability of FL, especially in sectors like
healthcare where data sensitivity and regulatory compliance
(e.g., HIPAA, GDPR) demand enduring security, hinges on
adopting quantum-resistant measures. Relying on classical
cryptography creates a future vulnerability: data encrypted or
systems secured today could be compromised retrospectively
once powerful quantum computers become available. Integrat-
ing PQC, specifically quantum-resistant digital signatures, is
crucial for ensuring the authenticity and integrity of model
updates exchanged within an FL system over extended periods.
Furthermore, combining PQC with blockchain provides a
robust, decentralized mechanism for verifying these updates
immutably, fostering trust among participants, and avoiding a
central authority that could become a single point of failure.

B. Challenges

Designing and implementing a Post-Quantum Secure
Blockchain-based Federated Learning (PQS-BFL) framework
presents several key challenges:

e PQC Performance Overhead: PQC algorithms, par-
ticularly lattice-based signatures, often have larger key
sizes, signature sizes, and potentially higher computa-
tional costs compared to their classical counterparts [8].
Integrating these into FL must not impose prohibitive
performance penalties.



o Blockchain Integration Costs: Storing PQC signatures
(which are larger) and performing PQC verification
within smart contracts can lead to increased gas costs
and transaction latency on blockchain platforms [10].
Efficient smart contract design is critical.

o Scalability: The system must scale effectively to accom-
modate a potentially large number of participating clients,
ensuring that cryptographic and blockchain operations do
not become bottlenecks as the system grows [11].

« Verification Efficiency: Verifying potentially numerous
PQC signatures submitted by clients each round needs to
be efficient to maintain reasonable round times.

C. Our Contributions

This paper introduces PQS-BFL, a framework designed to
address these challenges. Our primary contributions are:

1) Quantum-Resistant Signature Integration: We suc-
cessfully integrate the ML-DSA-65 signature scheme
into an FL framework for authenticating model updates,
providing security against known quantum attacks.

2) Blockchain-Based PQC Verification: We design and
implement a blockchain system with smart contracts
capable of verifying ML-DSA-65 signatures, enabling
decentralized and immutable validation of FL contribu-
tions.

3) Comprehensive Empirical Evaluation: We conduct
extensive experiments comparing PQS-BFL (using ML-
DSA-65) against ECDSA and a no-cryptography base-
line across multiple datasets (MNIST, SVHN, HAR)
and client scales (3, 10, 30), analyzing model accuracy,
cryptographic performance, blockchain overhead (gas,
transaction time), and overall system scalability.

4) Overhead Analysis: We quantify the overhead in-
troduced by PQC and blockchain, demonstrating that
cryptographic overhead is minimal (<0.1%) within the
context of blockchain transaction times.

5) Open-Source Framework: We release our implemen-
tation (PQS-BFL) and results to facilitate reproducibil-
ity and further research (https://github.com/dcommey/
PQS-BFL).

D. Practical Impact

PQS-BFL demonstrates the practical feasibility of build-
ing quantum-resistant FL systems. Our results show that
the performance overhead associated with current PQC stan-
dards (ML-DSA-65) is manageable, especially when deployed
within a blockchain context. This provides a pathway for or-
ganizations, particularly in security-critical sectors like health-
care, to proactively upgrade their collaborative ML infras-
tructures for long-term, quantum-resilient security without
sacrificing operational efficiency or model performance.

E. Paper Organization

The remainder of this paper is organized as follows. Sec-
tion II reviews related work. Section III provides background
on FL, PQC, and blockchain concepts. Section IV details

the PQS-BFL system architecture and protocol. Section V
describes the experimental setup. Section VI presents and
discusses the experimental results. Section VII discusses lim-
itations and future work. Section VIII concludes the paper.

II. RELATED WORK

Our work on PQS-BFL integrates advancements from sev-
eral fields: the security of federated learning (FL), the devel-
opment of post-quantum cryptography (PQC), the application
of blockchain technology to machine learning (ML), and
performance considerations like gas optimization. This section
reviews key contributions in these areas and identifies the gap
addressed by our research.

A. Federated Learning Security

Initial FL frameworks, like FedAvg [1], prioritized commu-
nication efficiency and basic privacy by keeping data local.
Subsequent research focused on enhancing security against
various threats. Secure aggregation protocols [4] were devel-
oped using classical cryptographic techniques (like threshold
cryptography or multiparty computation) to prevent the central
server from inferring individual client updates during aggre-
gation. Differential privacy [12], [13] adds calibrated noise to
updates to provide formal privacy guarantees against inference
attacks. Homomorphic encryption [14], [15] allows computa-
tions (like aggregation) on encrypted data, further protecting
update confidentiality. Byzantine resilience techniques [16],
[17] aim to detect or mitigate the impact of malicious clients
submitting faulty or poisonous updates designed to disrupt
training. While these methods address important classical
security and privacy concerns, they predominantly rely on
cryptographic primitives (e.g., Diffie-Hellman, RSA, ECC)
that are known to be vulnerable to attacks by sufficiently
powerful quantum computers [5].

B. Post-Quantum Cryptography (PQC)

The anticipation of quantum computing capabilities has
driven the development and standardization of PQC algo-
rithms resistant to quantum attacks [7]. The NIST PQC
standardization process [8], [18] has been pivotal, identifying
promising candidates based on different mathematical foun-
dations, including lattices, codes, hashes, and multivariate
equations [19]. Lattice-based cryptography [20], [21], built
on the presumed hardness of problems like LWE and SIS,
is particularly prominent [22]. ML-DSA (Dilithium) [23],
[24], selected by NIST for signature standardization, is a
key example used in our work. Hash-based signatures like
SPHINCS+ (also selected by NIST) and XMSS offer security
based only on hash function properties but can have limitations
like statefulness or larger signature sizes [25], [26]. Research is
ongoing to evaluate PQC performance [27], [28] and integrate
these schemes into existing protocols [7], [29]. Applying PQC
to secure distributed ML systems like FL is an emerging
necessity. Some works have started exploring PQC for specific
FL aspects, such as secure aggregation using lattice-based
homomorphic encryption [30] or key exchange [31], but end-
to-end frameworks combining PQC signatures with blockchain
verification are less common.
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C. PQC Algorithm Selection for FL Systems

The selection of an appropriate PQC algorithm for inte-
gration with blockchain-based FL requires careful consid-
eration of performance characteristics, security levels, and
standardization status. As part of our research methodology,
we conducted an extensive comparative analysis of three
leading NIST PQC digital signature finalists: ML-DSA-65
(formerly Dilithium), Falcon-512, and SPHINCS+-SHA2-128s
[32]. Table I presents the key performance metrics of these
algorithms based on our benchmarking using the libogs library.

TABLE I
PERFORMANCE COMPARISON OF SELECTED PQC SIGNATURE SCHEMES

Scheme Key Gen (ms)  Sign (ms)  Verify (ms)  Sig Size (B)

ML-DSA-65 0.142 0.656 0.536 3309

Falcon-512 5.414 3.282 0.301 666

SPHINCS+-SHA2-128s 17.403 131.926 3.637 7856
TABLE II

SECURITY ANALYSIS OF SELECTED PQC SIGNATURE SCHEMES

Classical NIST Level

Security
125 bits

118 bits
133 bits

Scheme Quantum
Security
64 bits

58 bits

66 bits

Security Foundation

ML-DSA-65
Falcon-512
SPHINCS+-SHA2-128s

Level 2
Level 1+
Level 2

MLWE and MSIS problems
NTRU and SIS problems
Hash function properties

Our benchmarking revealed key performance characteristics
that influenced our decision:

o Verification Time: In blockchain-based FL, signature
verification occurs frequently and directly impacts trans-
action confirmation times. ML-DSA-65 (0.536 ms) and
Falcon-512 (0.301 ms) offer significantly faster verifica-
tion than SPHINCS+-SHA2-128s (3.637 ms).

« Signing Time: Clients sign updates every training round.
ML-DSA-65 (0.656 ms) provides the fastest signing
operation, considerably outperforming Falcon-512 (3.282
ms) and especially SPHINCS+-SHA2-128s (131.926 ms),
whose signing time would introduce noticeable delays in
FL rounds.

o Signature Size: Larger signatures increase blockchain
transaction sizes and gas costs. Falcon-512 produces the
smallest signatures (666 B), with ML-DSA-65 (3309 B)
offering a middle ground, and SPHINCS+-SHA2-128s
requiring substantially larger payloads (7856 B).

o Security Level: As shown in Table II, all three schemes
provide adequate security against quantum attacks, with
SPHINCS+-SHA?2-128s offering slightly stronger guar-
antees but at significant performance cost.

« Standardization Status: ML-DSA-65 has been selected
as a FIPS 204 standard, providing greater assurance of
long-term support and optimization compared to the other
candidates.

When evaluating these schemes for blockchain-based FL
integration, we also assessed their gas consumption in smart
contract verification. Our preliminary testing indicated that
ML-DSA-65 achieves the best balance of gas efficiency and
standardization status, though Falcon-512 offers advantages in
signature size.

PQC Signature Scheme Comparison

Sign Speed

—o— ML-DSA-65
Falcon-512
—&— SPHINCS+-SHA2-128s

1.0

Verify Speed andardization

Signature Size Security Level

Note: Values normalized on a scale where higher is better.
For signing time, verification time, and signature size, the scales are inverted (smaller is better).

Fig. 1. Radar chart comparing the relative strengths of PQC signature schemes
across key metrics. Values are normalized on a logarithmic scale where
appropriate, with higher scores indicating better performance.

Based on this analysis, we selected ML-DSA-65 for PQS-
BFL implementation due to its balanced profile: fast signing
and verification, manageable signature size, strong security
guarantees, and NIST standardization status. Figure 1 visu-
alizes these trade-offs across the evaluated schemes.

D. Blockchain-Based Machine Learning

Blockchain technology offers properties like decentral-
ization, immutability, transparency, and auditability, which
can benefit ML systems. Researchers have proposed using
blockchain for creating decentralized data marketplaces [33],
providing verifiable audit trails for model training and updates
[34], [35], implementing incentive mechanisms for participa-
tion in collaborative learning [36], [37], and enhancing the
security and trust of FL [9], [38], [39], [40], with applications
explored in diverse domains such as autonomous vehicles [41]
and Industry 4.0 [42]. Specifically for FL, blockchain can
act as a decentralized registry for participants, a platform for
verifying update integrity via smart contracts, or a mechanism
for coordinating the aggregation process without a fully trusted
central server [43]. However, many existing blockchain-FL
integrations rely on the blockchain’s native classical cryptog-
raphy, thus inheriting quantum vulnerabilities.

E. Quantum-Resistant Blockchain Systems

Efforts are underway to secure blockchain platforms them-
selves against quantum threats. This involves replacing classi-
cal signature schemes (like ECDSA) with PQC alternatives for
signing transactions [31], [44], [19]. Platforms like Quantum
Resistant Ledger (QRL) [45] utilize hash-based signatures



(XMSS) for inherent quantum resistance. Research also ex-
plores quantum-resistant consensus mechanisms [10] and the
design of smart contracts that can handle PQC primitives
[46]. Integrating these concepts specifically within the context
of verifying FL updates signed with PQC signatures is a
necessary step towards fully quantum-resistant decentralized
learning.

F. Research Gap and Positioning

While the fields above have seen significant progress, a gap
exists in the practical integration and comprehensive evalu-
ation of PQC, specifically quantum-resistant signatures for
update authentication, within a blockchain-verified federated
learning system. Some recent works have started exploring
this intersection, tackling aspects like hybrid PQC schemes
[47], [48], [49], secure communication protocols [50], [51],
privacy preservation [31], or applying PQC-BFL concepts to
specific environments like Mobile Edge Computing [52]. Key
examples include:

o Gurung et al. [47], [48], [49] have proposed several
frameworks combining PQC (including Dilithium and
hybrid approaches) with blockchain-based FL (BFL),
focusing on aspects like device role selection, secure
communication models, consensus mechanisms (VRF),
and MEC integration. Their work often explores hybrid
PQC schemes and performance analysis.

o Gharavi et al. propose PQBFL [50], [51], a protocol
using PQC (Kyber KEM, possibly others) and blockchain
for FL. Their focus includes using ratcheting mechanisms
for forward secrecy and post-compromise security across
FL rounds, hybrid on-chain/off-chain communication,
and reputation management. Their work emphasizes ses-
sion security more than the signature verification aspect
central to PQS-BFL.

« Ding et al. [31] focus on privacy preservation in FL using
PQC (Kyber KEM) combined with SMPC techniques
like secret sharing and ZKP to prevent gradient leakage,
rather than focusing on blockchain verification of signed
updates.

e Other works mention the need for quantum-resistant
blockchain for AI/FL in healthcare [53] or discuss quan-
tum encryption for FL security [54], [55], but may not
provide specific integrated protocol designs or evaluations
combining PQC signatures, FL, and blockchain verifica-
tion.

Our work, PQS-BFL, distinguishes itself by:

1) Focusing specifically on integrating a standardized PQC
signature scheme (ML-DSA-65) for authenticating FL

updates.

2) Implementing and evaluating the performance impact of
this integration within a blockchain verification frame-
work.

3) Providing a comprehensive empirical comparison
against classical ECDSA and a baseline, analyzing cryp-
tographic performance, FL accuracy, blockchain over-
head (gas, transaction time), cryptographic overhead
ratio, and scalability across multiple datasets.

4) Demonstrating the practical feasibility and quantifying
the performance trade-offs (especially the low relative
overhead of PQC in BC context) for this specific archi-
tecture.

Table III provides a comparative overview.

By focusing on the practical integration and performance
implications of using standardized PQC signatures for update
verification within a blockchain-based FL system, PQS-BFL
provides crucial empirical evidence supporting the transition
towards quantum-resistant decentralized machine learning.

III. BACKGROUND

This section provides the necessary foundational concepts
concerning federated learning, the principles of post-quantum
cryptography with a focus on lattice-based digital signatures,
and the relevant aspects of blockchain technology integration
that underpin the PQS-BFL framework.

A. Federated Learning (FL)

Federated learning represents a paradigm shift in distributed
machine learning, enabling collaborative model training across
multiple decentralized clients (e.g., mobile devices, hospitals,
organizations) without necessitating the sharing of their raw,
potentially sensitive, local datasets [1]. This approach inher-
ently enhances data privacy compared to traditional centralized
methods.

1) Mathematical Framework: Consider a set of M clients,
denoted by C; for ¢ € {1,...,M}. Each client C; holds a
local dataset D;, containing n; = |D;| data samples. The total
dataset size across all clients is n = Zf\il n;. The primary
objective of FL is to train a global model, parameterized by a
vector w, that minimizes a global objective function L(w).
This global function is typically formulated as a weighted
average of the local objective functions £;(w), where the
weights reflect the relative contribution of each client’s data:

M

min L(w) =

2

—L;(w).
2.7, i(w) )
i=1
Here, £;(w) represents the empirical loss of the model w
evaluated on client C;’s local data D;. It is commonly defined
as the average loss over the client’s local samples:

* (x5,9;)€Ds

where (z;,y;) is a data sample (features x;, label y;) from
D;, and { is a sample-wise loss function appropriate for the
task (e.g., cross-entropy for classification, mean squared error
for regression).

2) Federated Averaging (FedAvg): Federated Averaging
(FedAvg) [1] is the canonical algorithm for achieving the
FL objective. A typical communication round ¢ proceeds as
follows:

1) Distribution: A central server (or coordinating entity)

distributes the current global model parameters w;_; to
a selected subset of clients S; C {C1,...,Cyp}-



COMPARISON WITH RELATED STUDIES COMBINING PQC/BLOCKCHAIN/FL ASPECTS

TABLE III

Study Focus Area PQC Integration Blockchain Use Federated Key Differentiator / Relation to
Learning PQS-BFL

This Work (PQS-BFL) End-to-end framework Yes (ML-DSA-65 Yes (Smart contract for Yes (Core Focus on PQC signature
for quantum-resistant FL signatures for update PQC signature application) verification on-chain, detailed
update verification using authentication) verification, recording performance analysis (crypto, FL,
blockchain. Performance hashes) BC, overhead), open
evaluation. implementation.

Gurung et al. [47], [48], [49]Hybrid PQC for BFL, Yes (Hybrid: Yes (Consensus, BFL Yes Explores hybrid PQC, VRF for
consensus mechanisms, Dilithium/Falcon + framework) consensus, broader system
role selection, MEC XMSS proposed; aspects. Less focus on detailed
integration. also mentions QFL) benchmark of just PQC sig

verification overhead.

Gharavi et al. [50], [51] Secure communication Yes (Kyber KEM, Yes (Key establishment Yes Focus on forward
protocol for FL rounds potentially others, facilitation, transaction secrecy/post-compromise security
using PQC and focuses on key ledger, reputation mgmt) for iterative FL rounds using
blockchain. exchange/session ratcheting; uses PQC KEMs more

security via than signatures for core security.
ratcheting)

Ding et al. [31] Privacy preservation Yes (Kyber KEM for  Not specified / No Yes Focus on privacy via SMPC and
(anti-gradient leakage) in secure channel) PQC KEM, not blockchain
FL using PQC and verification or PQC signatures for
SMPC. authentication.

Classical Secure FL [4], [12]Privacy (Secure No Generally No (Some BFL  Yes Addresses different security
Aggregation, DP), variants exist but often aspects (privacy, Byzantine) but
Byzantine Resilience use classical crypto) lacks quantum resistance. Serves
using classical crypto. as a baseline for non-PQC

security.
Classical BFL [9], [38], [39] Using blockchain for No (Uses classical Yes (Verification, Audit, Yes Demonstrates BC+FL benefits but

verification, incentives,

signatures like

etc.)

lacks quantum resistance,

auditability in FL. ECDSA)

providing a baseline for PQC
performance comparison.

2) Local Training: Each selected client C; € S, initializes
its local model with w;_; and performs local updates
using its dataset D;. This typically involves running
multiple steps (epochs E) of an optimization algorithm
like Stochastic Gradient Descent (SGD) on local data
mini-batches to minimize £;(w). Let w! denote the
model parameters obtained by client C; after local
training. Often, clients compute the model update (or
delta) Aw! = wi — w;_1.

3) Communication: The participating clients transmit their
updated local models w! (or alternatively, the updates
Aw?) back to the server.

4) Aggregation: The server aggregates the received up-
dates to form the new global model w;. The standard
aggregation rule is a weighted average based on the
number of local data samples:

n; :
wy = ;. 3)
' Z Zjest ny !

1€St

(If clients send updates Aw!, the server computes w; =

w1+ Y s, Zj:i;tnjAwi-)
This iterative process repeats for a predetermined number of
communication rounds 7, or until a convergence criterion is
met. While keeping data local enhances privacy, FL is still
vulnerable to attacks targeting the communicated updates or
the central server; hence robust security mechanisms, includ-
ing authentication and integrity checks addressed in this work,
are essential.

B. Post-Quantum Cryptography (PQC)

Post-quantum cryptography encompasses cryptographic al-
gorithms engineered to withstand attacks mounted by both
classical and powerful quantum computers. Shor’s algorithm
[5] demonstrated that quantum computers could efficiently
break widely used public-key cryptosystems like RSA and
ECC, which rely on the difficulty of factoring large integers
and computing discrete logarithms, respectively. PQC aims to
build cryptographic primitives based on mathematical prob-
lems believed to remain hard even for quantum algorithms.
Digital signatures are particularly critical for ensuring authen-
ticity and integrity in distributed systems like FL.

1) Digital Signatures: A digital signature scheme II is a
tuple of three polynomial-time algorithms:

e KeyGen(1*) — (pk, sk): On input of a security param-
eter )\, this algorithm generates a public key pk and a
corresponding secret key sk. The public key pk can be
widely distributed, while the secret key sk must be kept
private by the signer.

e Sign(sk,m) — o: Given the secret key sk and a
message m, this algorithm produces a digital signature
g.

o Verify(pk,m,o) — {0,1} (or {invalid, valid}): Given
the public key pk, the message m, and a signature o, this
algorithm outputs 1 if o is a valid signature on m under
pk, and 0 otherwise.

The fundamental security requirement for a digital signature
scheme is existential unforgeability under a chosen message



attack (EUF-CMA). Informally, this means that even an adver-
sary A who can adaptively request signatures on messages of
their choice (m1,mao,...) using the legitimate signer’s secret
key (via a signing oracle) cannot produce a valid signature
o* on a new message m* (i.e., m* ¢ {mq,mo,...}) that
verifies correctly under the public key pk. A PQC signature
scheme must maintain EUF-CMA security against adversaries
equipped with quantum computational power.

2) Lattice-Based Cryptography: A significant family of
PQC candidates is based on the presumed computational
hardness of problems defined over mathematical lattices. A
lattice £ is a discrete subgroup of R", typically represented
as the set of all integer linear combinations of a basis B =
{b1,...,bp} CR™

k
i=1

Prominent hard problems on lattices include:

o Shortest Vector Problem (SVP): Find the shortest non-
zero vector v € L with respect to a given norm (e.g.,
Euclidean norm).

« Short Integer Solution (SIS): Given a matrix A € Z}**
over a finite field Z,, find a non-zero integer vector z €
Z' with small norm (e.g., |||l < /) such that Az =0
(mod q).

o Learning With Errors (LWE): Introduced by Regev
[20], LWE is a cornerstone problem. Given access to
samples of the form (a;,b; = (a;,8) + e¢; (mod q)),
where s € ZZL is a secret vector, a; € ZZ are chosen
uniformly at random, and e; € Z, are small “errors”
drawn from a specific distribution (e.g., discrete Gaus-
sian), the goal is to recover the secret s. Variants like
Ring-LWE (RLWE) and Module-LWE (MLWE) operate
over polynomial rings, offering better efficiency.

These lattice problems are widely believed to be computa-
tionally intractable for both classical and quantum computers
for appropriate parameter choices, making them attractive
foundations for PQC.

3) ML-DSA (Dilithium): The Module-LWE Digital Signa-
ture Algorithm (ML-DSA), standardized by NIST as FIPS 204
and formerly known as Dilithium [22], [56], is a prominent
lattice-based signature scheme selected for standardization. Its
security relies on the hardness of the MLWE and Module-SIS
(MSIS) problems over polynomial rings R, = Z4[X]/(X™ +
1), where X™ + 1 is often a cyclotomic polynomial. Key
characteristics include:

o Security: Based on the well-studied hardness assump-
tions of MLWE and MSIS, offering strong guarantees
against known classical and quantum attacks.

« Efficiency: Provides competitive performance, particu-
larly fast signing and verification times compared to many
other PQC signature candidates.

o Compactness: While signatures and keys are larger than
classical counterparts like ECDSA, they are generally
considered practical for a wide range of applications.

ML-DSA employs the Fiat-Shamir transformation with
Aborts. This technique converts an interactive identification

protocol (where a prover convinces a verifier of their identity)
into a non-interactive signature scheme using a cryptographic
hash function to simulate the verifier’s challenges. The abort”
mechanism involves rejection sampling during signature gen-
eration: intermediate values derived from the secret key are
checked, and if they fall outside a predetermined “safe”
range (e.g., their norm is too large, potentially leaking key
information), the signing process is aborted and restarted with
fresh randomness. This ensures that the distribution of output
signatures does not reveal statistical information about the
secret key. ML-DSA-65 corresponds to NIST Security Level
2, aiming for security comparable to or greater than 128-bit
symmetric key algorithms against quantum attackers.

C. Blockchain Integration

Blockchain technology provides a decentralized, distributed,
and often immutable ledger. Transactions are grouped into
blocks, cryptographically linked using hash pointers, and
validated by a network consensus mechanism, ensuring con-
sistency and tamper-resistance once blocks are finalized. In
the context of FL, blockchain can enhance transparency,
auditability, and trust by providing a shared, verifiable record
of operations.

1) Smart Contracts: Smart contracts are self-executing
contracts with the terms of the agreement directly written
into code. They run on the blockchain network and are
executed automatically and deterministically by the network
nodes when predefined conditions are met (typically triggered
by a transaction). In PQS-BFL, smart contracts deployed on
the blockchain orchestrate the verification process:

o Store immutable records, such as the registered PQC

public keys (pk;) associated with each participating client
Ci.

o Define functions, like submitUpdate(hi,c?), which
accept transaction inputs (e.g., the hash of a model update
ht and its signature o).

e Execute predefined logic, crucially including the
Verify(pki, hi,of) algorithm of the PQC scheme,
using the submitted data and the stored public key pk;.

o Update the blockchain state or emit events based on the
verification outcome (e.g., recording verified hashes or
logging verification success/failure).

2) Gas Costs: On many public blockchain platforms, par-
ticularly Ethereum and its derivatives, executing transactions
and smart contract operations requires computational resources
from the network nodes. This computational effort is quan-
tified using a unit called “gas”. Each low-level operation
(opcode) within the smart contract execution has a specific
gas cost. Users initiating transactions must pay a fee, typically
calculated as the total gas consumed by the transaction multi-
plied by a gas price they specify (e.g., in Gwei). Implementing
complex cryptographic operations like PQC verification di-
rectly within a smart contract can consume significant amounts
of gas due to the computational complexity and potentially
large data handling involved. Therefore, minimizing gas costs
through efficient contract design and careful consideration of
on-chain versus off-chain computation is crucial for economic
viability [57].



D. Integration Challenges

Combining FL, PQC, and Blockchain presents specific
challenges. The larger signature and key sizes inherent in many
PQC schemes (compared to ECDSA) increase communication
bandwidth requirements in FL and raise the storage and trans-
action data costs on the blockchain. Furthermore, the com-
putational complexity of PQC verification algorithms, while
fast in absolute terms on standard hardware, can translate into
high gas costs within the constrained execution environment of
smart contracts. PQS-BFL is designed to navigate these trade-
offs, ensuring quantum-resistant security while maintaining
practical performance.

IV. SYSTEM DESIGN AND METHODOLOGY

This section details the architecture, protocol specification,
and security analysis of the PQS-BFL framework.

A. System Architecture

PQS-BFL integrates Federated Learning (FL), Post-
Quantum Cryptography (PQC), and Blockchain technology
into a cohesive system. The architecture is designed modularly
to separate concerns and facilitate analysis (see Figure 2).

PQS-BFL: Post-Quantum Secure Blockchain-based Federated Learning Framework
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Fig. 2. Overview of the PQS-BFL System Architecture. Clients perform local
training, sign update hashes using PQC (ML-DSA-65), and submit them to a
blockchain smart contract for verification and recording. An aggregator (which
could be decentralized or a trusted server) fetches verified updates to compute
the global model.

The core components are:

o« FL Clients (C;): Entities (e.g., hospitals, devices)
holding local data D;. They perform local model
training, generate PQC key pairs (pk;,sk;) using
ML-DSA-65.KeyGen, compute hashes of their model
updates hi = Hash(w{), sign these hashes o! =
ML-DSA-65.Sign(sk;, hi), and submit (hi, o) to the
blockchain.

e« PQC Module: Implements the ML-DSA-65 signature
scheme (KeyGen, Sign, Verify). In our implemen-
tation, this utilizes libogs.

o Blockchain Network: A distributed ledger
Ethereum) hosting the PQS-BFL smart contract.

o Smart Contract (SC): Resides on the blockchain. Its
functions include:

(e.g.,

— registerClient(pk;): Stores the PQC public

key pk; for a client.

- submitUpdate(hi,ot): Receives an update hash
and signature from client ¢. It retrieves pk; and
calls ML-DSA-65.Verify(pk;, hi,ob). If valid, it
records the hash h! (or emits an event).

- (Optional) submitAggregation(h;®, o}%): Al-
lows an authorized aggregator to submit the hash
of the aggregated global model, signed with an
aggregator key skygo.

o Aggregator: An entity (potentially decentralized or a
designated server) responsible for fetching verified update
hashes {h!} from the blockchain (or corresponding full
updates communicated off-chain), computing the aggre-
gated global model w;, and potentially distributing it for
the next round.

B. Protocol Specification

The PQS-BFL protocol operates in rounds. Algorithm 1
outlines the core steps.
Key Design Choices:

o Hashing Updates: Clients sign the hash of their model
update rather than the full update. This significantly
reduces the data that needs to be signed and potentially
stored/processed on the blockchain, making it more effi-
cient, especially for large models. A secure hash function
(e.g., SHA3-256) is assumed.

« On-Chain vs. Off-Chain Data: Only the update hash h}
and signature o} are submitted on-chain for verification.
The potentially large model update w? can be communi-
cated off-chain directly to the aggregator, linked via the
verified hash. This minimizes blockchain storage and gas
costs.

o Aggregator Role: The aggregator role can be centralized
or decentralized. In our experiments, we use a central
aggregator for simplicity, but the blockchain verification
mechanism supports decentralized aggregation designs.

Figure 3 illustrates the complete sequence of operations and
message exchanges in the PQS-BFL protocol, highlighting
the interactions between clients, smart contracts, blockchain
network, and the aggregator.

C. Security Analysis

1) Threat Model: We consider a powerful adversary A
equipped with quantum computational capabilities (modeled
as a Quantum Polynomial-Time (QPT) adversary). The adver-
sary’s goal is to compromise the integrity or authenticity of
the federated learning process mediated by the blockchain. We
assume A can:

« Passively observe all public communication, including all
transactions broadcast on the blockchain network and any
off-chain communication it can intercept.

o Actively inject, modify, or drop messages in the network,
subject to the guarantees provided by the underlying
network and blockchain protocols.



Algorithm 1 PQS-BFL Protocol

Require: Global model w;_1, Client set C, Datasets {D;},

PQC scheme II = (KeyGen,Sign,Verify), Hash
function Hash, Smart Contract SC

Ensure: Updated global model w;, Blockchain record of

verified updates
Initialization Phase (Once per client):

1: for each client C; € C do

15:

16:

17:
18:

20:

(pk;, sk;) + IL.KeyGen(1?*)
Send transaction to SC.registerClient(pk;) as-

sociated with client ¢’s blockchain address.

end for

Federated Round t:

Server/Aggregator: Broadcasts w;_; to participating

clients.

for each participating client C; do > Client-side
w} < LocalTraining(w;—1,D;) © Train locally
hi + Hash(w{) > Compute hash of update/model
ol < TL.sign(sk;, hi) > Sign hash using PQC
Send transaction to SC.submitUpdate(ht,o})
(Optional: Communicate full update w! off-chain to

aggregator, linked to h?)

end for

: Server/Aggregator:

Wait for a sufficient number of updates to be verified on
the blockchain.

Fetch verified hashes {h}};cy, from SC, where V; is the
set of verified clients in round t.

Obtain corresponding full updates {w: };cy, (e.g., via off-
chain channel).

wy + Aggregate({w!}icy,) > e.g., FedAvg
(Optional:  h}®® — Hash(w;); o} —
I1.5ign(skage, hy™))

(Optional: Send transaction to
S8C.submitAggregation(h;®, o))

return w;

We

Adaptively corrupt a subset of FL clients, thereby obtain-
ing their PQC secret keys sk; and potentially influencing
their computations.

Interact with the PQS-BFL smart contract SC by sending
transactions (e.g., attempting to register keys or submit
updates).

Attempt to forge PQC signatures on model update hashes
(hi) for uncorrupted clients.

Attempt to manipulate the aggregation process, for ex-
ample, by trying to inject malicious updates or influence
which updates are considered valid.

detail the specific security assumptions regarding the

cryptographic primitives and the blockchain platform below.

2) Security Goals: The primary security objectives of PQS-

BFL against the described adversary are:

1) Update Authenticity: Ensure that only the client C;

possessing the secret key sk; corresponding to the
registered public key pk; can produce a valid signature
ot on an update hash A that will be accepted as valid

FL Client Smart Contract Blockchain Network Aggregator

Init (one-time)
Gen kpy pair

(pk;, sk) 4 KefGen()

registerClient(pk,)

store pk,

Reply: Tx receipt

Reply: Registration ack

Round t
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Train, haish, sign
w* /R /o

submitUpdate(h:*, o)

Retrieve pH & verify o.*

alt [Verified]

record h*
Reply: Tx receipt

Reply: Update recorded

send w,* (off-chain)

Reply: Model received {
[Failed]

Reply: Verification failed

Aggregate

‘ query {h.*}

Reply: {h.*}
Verify & 4ggregate
'\
>
Hash |+ sign
he%® /o
submitAggregation(h:?%9, o)
record h?99
Reply: Tx receipt {
Reply: Aggredation recorded
_ Distribute wy
FL Client Smart Contract Blockchain Network Aggregator

Fig. 3. Sequence diagram of the PQS-BFL protocol, showing interactions
between FL clients, smart contract, blockchain network, and aggregator. The
diagram illustrates the end-to-end process from initialization to model distri-
bution, highlighting the use of ML-DSA-65 signatures for update verification.

for C; by the smart contract SC.

2) Update Integrity: Guarantee that any modification to
a model update w} after it has been hashed to hi will
render the original signature o invalid for the modified
content. Furthermore, ensure that any tampering with the
hash h! or the signature 0! during transmission or prior
to blockchain finality prevents successful verification by
SC.

3) Unforgeability: Prevent the adversary A from generat-
ing a valid signature ¢* for any new update hash h*
(i.e., one not previously signed by the legitimate client)
under the public key pk; of an uncorrupted client C;.

3) Security Arguments: The security guarantees of PQS-
BFL are predicated on the following standard cryptographic



and system assumptions:

Assumption 1 (PQC Signature Security). The chosen Post-
Quantum Cryptography digital signature scheme, 11 (specifi-
cally ML-DSA-65 in our implementation), provides existential
unforgeability under a chosen message attack (EUF-CMA)
against quantum polynomial-time (QPT) adversaries. ML-
DSA-65 targets NIST PQC Security Level 2 [8], implying
resistance comparable to or exceeding AES-128 against quan-
tum attacks. This security relies on the conjectured quantum
hardness of the Module Learning With Errors (MLWE) and
Module Short Integer Solution (MSIS) problems over specific
polynomial rings [22], [56].

Assumption 2 (Cryptographic Hash Function Security). The
cryptographic hash function Hash (SHA3-256 in our imple-
mentation) used to compute hi = Hash(w!) is collision-
resistant and second-preimage resistant against QPT ad-
versaries. Collision resistance means it is computationally
infeasible to find two distinct inputs w #* w' such that
Hash(w) = Hash(w'). Second-preimage resistance means
that given an input w, it is computationally infeasible to find
a different input w' # w such that Hash(w) = Hash(w’).

Assumption 3 (Blockchain Platform Security). The under-
lying blockchain network provides essential properties for
recording and verifying FL updates:

1) Consensus and Finality: The network nodes correctly
execute a consensus protocol (e.g., Nakamoto consensus
in Proof-of-Work, or a BFT variant in Proof-of-Stake)
to agree on the order and validity of transactions.
Once a transaction containing a verified update (h, o))
is included in a block that achieves sufficient finality
(e.g., probabilistic finality after k confirmations in PoW,
or deterministic finality in some PoS systems), it is
considered immutable.

2) State Consistency: Honest nodes maintain a consistent
view of the blockchain state, including registered public
keys and the record of verified update hashes.

3) Liveness (Partial): Transactions submitted by honest
clients are eventually included in finalized blocks, as-
suming appropriate transaction fees are paid.

4) Resistance: The consensus mechanism is resistant to
attacks by the QPT adversary A aiming to reverse
finalized blocks or cause persistent forks (e.g., resis-
tant to quantum-enhanced 51% attacks up to a certain
threshold).

Crucially, we note that this assumption may be strong if the
blockchain platform itself relies on classical cryptography
(e.g., ECDSA for transaction signing or consensus mecha-
nisms). In such cases, while PQS-BFL secures the FL updates
with PQC, the underlying ledger’s security could remain vul-
nerable to quantum attacks, representing a potential bottleneck
in the overall system’s quantum resistance. A fully quantum-
resistant system would require the blockchain platform itself
to employ PQC.

Based on these assumptions, we argue the security of PQS-
BFL through the following theorems:

Theorem 1 (Update Authenticity and Integrity). Under As-
sumptions 1, 2, and 3, the PQS-BFL protocol ensures update
authenticity and integrity. Specifically, if the smart contract SC
records an update hash b} as valid for client C;, then with
overwhelming probability: (a) the corresponding signature o'
was generated using the secret key sk; associated with the
registered public key pk;, and (b) hi is the correctly computed
hash of the model update w produced by the holder of sk;.

Proof Sketch. Authenticity: The smart contract SC validates
a submitted pair (hi, o?) by executing IL.Verify(pk;, ht, of)
using the publicly registered key pk;. By Assumption 1 (EUF-
CMA security of II), it is computationally infeasible for any
QPT adversary .4 not possessing sk; to create a valid signature
ol on any hash h! under pk;, except with negligible prob-
ability. Thus, a successful verification implies the signature
originated from the holder of sk;, establishing authenticity.

Integrity: Integrity stems from the binding properties of
the hash function and the signature, combined with blockchain
immutability. 1. Binding Update to Hash: Client C; computes
hi = Hash(w?). By Assumption 2 (collision and second-
preimage resistance), it is computationally infeasible for an
adversary to find a different update w’ # w! such that
Hash(w') = hi. Thus, k¢ uniquely represents w? for practical
purposes. Any modification to w? before hashing would result
in a different hash h’. 2. Binding Hash to Client: As estab-
lished by authenticity, a valid signature o? cryptographically
binds the specific hash h! to the public key pk; (and thus
the client C;). Any modification to hi or o} after signing
would cause the verification IL.Verify(pk;, hi,of) to fail.
3. Immutability: By Assumption 3(a), once the transaction
containing the verified (h{, o) pair (or a record derived from
it) achieves finality on the blockchain, it cannot be altered or
removed by the adversary.

Therefore, a verified record on the blockchain guarantees
that the hash h! corresponds authentically to the update w}
signed by the legitimate client C;, and that neither the update
content (relative to its hash), the hash, nor the signature were
successfully tampered with. O

Theorem 2 (Resistance to Forgery). Under Assumption 1, the
PQS-BFL protocol resists signature forgery. A QPT adversary
A, even after observing multiple valid update hashes and
signatures {(h],0])};+ and potentially obtaining signatures
for chosen messages via corrupted clients, cannot produce a
valid signature o* for a new update hash h* (i.e., h* was
not previously signed by the uncorrupted client C;) under
the public key pk; of an uncorrupted client C;, except with
negligible probability.

Proof. This property is a direct consequence of the definition
of Existential Unforgeability under a Chosen Message Attack
(EUF-CMA) for the signature scheme II. Assumption 1 explic-
itly states that II (ML-DSA-65) satisfies EUF-CMA security
against QPT adversaries. The theorem’s claim is precisely that
the adversary cannot succeed in the EUF-CMA game against
II using the PQS-BFL protocol interactions. Therefore, the
probability of successful forgery by any QPT adversary A is



negligible in the security parameter A used for generating the
keys for II. O

In summary, the security of PQS-BFL hinges on the
quantum resistance of the ML-DSA signature scheme, the
robustness of the SHA3-256 hash function, and the integrity
guarantees provided by the underlying blockchain platform.
While PQS-BFL significantly enhances the security of the FL
update verification process against quantum threats, achiev-
ing end-to-end quantum resistance requires ensuring that the
blockchain layer itself (Assumption 3) is also secured using
PQC.

V. EXPERIMENTAL SETUP

This section details the configuration and methodology em-
ployed to rigorously evaluate the performance and feasibility
of the proposed PQS-BFL framework.

A. Experimental Framework

All experiments were conducted utilizing the PQS-BFL
framework. PQS-BFL is an internally developed, Python-
based platform designed specifically for the systematic bench-
marking of secure, quantum-resistant federated learning ap-
proaches. It integrates several key libraries: PyTorch serves
as the foundation for machine learning model implemen-
tation and training; the libogs library (https:/github.com/
open-quantum-safe/libogs), accessed via its Python bind-
ings, provides the implementation for the post-quantum
cryptographic scheme ML-DSA-65; the standard Python
cryptography library is used for classical ECDSA opera-
tions (employing the SECP256k1 curve); and Web3.py facil-
itates interaction with the blockchain backend for transaction
submission and data retrieval.

B. Hardware and Software

The computational experiments were performed on a desk-
top machine equipped with an Intel Core i5-11500 processor
and 32 GB of RAM, running the Ubuntu 24.04 LTS operating
system. To ensure reproducible and controlled blockchain
interactions without the variability of public testnets, the
blockchain environment was simulated locally using Ganache
(https://trufflesuite.com/ganache/). Ganache provides a per-
sonal Ethereum blockchain instance, allowing for consistent
measurement of transaction times and gas costs in a controlled
setting. The entire experimental framework was implemented
using Python version 3.8.

C. Experimental Configurations

We designed the experiments to facilitate performance
comparisons across several critical dimensions: the dataset
used for training, the cryptographic signature scheme em-
ployed, the number of participating clients, and the inte-
gration of blockchain for verification. This resulted in a
series of distinct configurations, summarized in Table IV
and Table V (presented in Section VI). A consistent naming
convention, dataset-crypto-clients-blockchain,

is used to identify each experimental run. For example,
mnist-PQC-10c-BC denotes an experiment using the
MNIST dataset, ML-DSA-65 (PQC) signatures, with 10 par-
ticipating clients, and utilizing on-chain blockchain verifica-
tion (BC). Conversely, NoBC indicates a configuration where
blockchain interaction is simulated with a fixed delay for
comparison purposes. The cryptographic options include PQC
(ML-DSA-65), ECDSA (SECP256k1), and NONE (a baseline
using only SHA-256 hashing without digital signatures). Client
counts tested were 3 (3c), 10 (10c), and 30 (30c).

D. Datasets and Models

To evaluate the framework’s performance across different
data types and model complexities, we utilized three distinct
datasets:

e MNIST: A widely used benchmark dataset consisting
of 28x28 pixel grayscale images of handwritten digits
(10 classes). For this dataset, we employed a LeNet-
style Convolutional Neural Network (CNN) with approx-
imately 21 800 trainable parameters. Data was distributed
non-identically and non-independently (non-IID) among
clients using a Dirichlet distribution with parameter o =
0.5.

e SVHN: The Street View House Numbers dataset, com-
posed of 32x32 pixel color images of house numbers
(10 classes). A custom CNN architecture, larger than the
one used for MNIST (approximately 237 600 parameters),
was trained on this dataset. A non-IID data split was also
employed for SVHN, simulating heterogeneity across
clients.

« HAR: The UCI Human Activity Recognition Using
Smartphones dataset. This dataset involves classifying
human activities based on sensor data, represented by
561 features (6 classes). A Multi-Layer Perceptron (MLP)
model with approximately 42900 parameters was used.
Data was distributed in a non-IID fashion among clients.

E. Federated Learning Parameters

The following parameters were consistently used for the
Federated Learning process across all experiments. The core
algorithm employed was Federated Averaging (FedAvg).
Training proceeded for a total of 50 communication rounds. In
each round, all clients designated for that specific experiment
configuration participated in the training (i.e., no client sam-
pling). Each participating client performed local training for
FE = 5 epochs on its local dataset before submitting its update.
The Adam optimizer was used for local model updates with a
learning rate set to 0.001. A batch size of 64 was used during
local training.

F. Cryptographic and Blockchain Parameters

The specific cryptographic configurations were as follows:
Post-quantum cryptography was represented by ML-DSA-65,
implemented using the libogs library. The classical baseline
was ECDSA using the SECP256k1 curve, with SHA-256
hashing for message digesting prior to signing, implemented
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via the Python cryptography library. For hashing model
updates before signing (in PQC, ECDSA, and NONE config-
urations), the SHA3-256 algorithm was used. The blockchain
backend was a local Ganache instance configured with de-
fault gas pricing and block gas limits. Smart contracts were
written in Solidity version 0.8.x. Since precompiled contracts
for ML-DSA-65 verification are not standard, gas costs for
PQC verification on the blockchain were estimated based on
operational complexity relative to known operations, providing
a reasonable approximation for comparison. The NoBC’
configuration simulated the absence of blockchain latency by
introducing a fixed delay of 0.05s in place of the on-chain
transaction submission and confirmation time.

G. Evaluation Metrics

We measured a comprehensive set of metrics to evalu-
ate the different facets of the PQS-BFL framework’s per-
formance. Model performance was assessed using the test-
set accuracy achieved by the global model after each
aggregation round. Cryptographic performance was mea-
sured by timing the key generation (KeyGen), signing
(Sign), and verification (Verify) operations using Python’s
time.perf_counter () for high precision, with values
averaged over multiple runs and rounds. The sizes of public
keys, private keys, and generated signatures were recorded in
bytes. Blockchain overhead was quantified by measuring the
average gas used per transaction, obtained from the receipts
generated by the Ganache instance. The relative cryptographic
overhead was calculated as the ratio of the combined Sign
and Verify times to the total transaction time (or the fixed
0.05s delay in NoBC scenarios). Additionally, we calculated
blockchain efficiency metrics, including the number of FL
rounds accommodated per blockchain transaction (relevant if
batching were used, though 1:1 in our setup), the average
total gas consumed per FL round (summing gas over all client
updates in a round), and the accuracy gain achieved per unit
of gas consumed, offering insight into the cost-effectiveness
of learning progress. All time-based and cost-based metrics
were averaged over the 50 FL rounds conducted for each
experiment.

VI. EXPERIMENTAL RESULTS AND DISCUSSION

This section presents and analyzes the empirical results ob-
tained from executing the experimental configurations detailed
in Section V. We examine cryptographic performance, its im-
pact on federated learning, blockchain overheads, scalability,
and cross-dataset behavior.

A. Cryptographic Performance Comparison

We first evaluate the fundamental performance character-
istics of the cryptographic schemes themselves. Table IV
provides average timings for key generation, signing, and
verification, along with the corresponding key and signature
sizes for ML-DSA-65 (PQC), ECDSA (SECP256k1), and the
baseline hashing approach (NONE). Figure 4 visualizes these
comparisons for the MNIST dataset configuration.

Cryptographic Performance Comparison for MNIST

MNIST: Avg Operation Times MNIST: Avg Sizes

Size (Bytes)

ECOSA NONE PQC ECDSA NONE PaC
Crypto Crypto

Fig. 4. Cryptographic performance comparison for the MNIST dataset
configuration, illustrating the average operation times (left, logarithmic scale)
and key/signature sizes (right) for ML-DSA-65 (PQC), ECDSA, and NONE
(hashing only).

The results indicate that the core ML-DSA-65 operations
are highly efficient, consistently achieving sub-millisecond
timings. On average, PQC key generation takes approximately
0.15ms, signing requires around 0.65ms, and verification
completes in about 0.53 ms. Compared to classical ECDSA,
PQC signing is roughly 4 times slower (0.65ms vs. 0.16 ms),
and PQC verification is about 3.6 times slower (0.53 ms vs.
0.15ms). The NONE configuration, involving only hashing,
is understandably the fastest. A significant difference lies
in the data sizes: ML-DSA-65 signatures (3309 Bytes) and
public/private keys (1952 B/4032 B) are substantially larger
than their ECDSA counterparts (71 B signature, 178 B/241 B
keys), which has implications for communication and storage
overhead.

B. Impact on Federated Learning Performance

We next assessed how the integration of different crypto-
graphic schemes affects the overall federated learning process,
particularly model accuracy and training time per round.
Table V presents these key FL performance metrics, while
Figure 5 shows the convergence behavior (accuracy and loss)
for the MNIST dataset across the different cryptographic
configurations.

Training Convergence Comparison for MNIST

MNIST Accuracy Comparison MNIST Loss Comparison

racy (%)

Test Accur

Training Round

Fig. 5. Training convergence comparison for the MNIST dataset (3 clients,
blockchain enabled). Left: Smoothed test accuracy over FL rounds. Right:
Smoothed training loss over FL rounds. Curves show comparable learning
performance across PQC, ECDSA, and NONE configurations.

The results demonstrate that the choice of signature scheme
has minimal impact on the final model accuracy. For instance,
on MNIST with 3 clients, PQC achieved 99.19% accuracy,
ECDSA reached 99.07%, and the NONE baseline attained
99.32%, all highly comparable. The overall time required per
federated learning round is primarily dictated by the complex-
ity of the local training task (dataset size, model size, local



TABLE IV
CRYPTOGRAPHIC PERFORMANCE COMPARISON (AVERAGE VALUES)

Configuration Dataset  Crypto KeyGen (ms)  Sign (ms)  Verify (ms)  Sig Size (B) PubKey (B) PrivKey (B)
har-PQC-3c-BC HAR PQC 0.147 0.659 0.538 3309 1952 4032
mnist-ECDSA-3c-BC~ MNIST  ECDSA 0.917 0.163 0.145 71 178 241
mnist-NONE-3c-BC MNIST NONE 0.000 0.010 0.004 32 26 27
mnist-PQC-10c-BC MNIST PQC 0.190 0.656 0.546 3309 1952 4032
mnist-PQC-30c-BC MNIST PQC 0.127 0.654 0.525 3309 1952 4032
mnist-PQC-3c-BC MNIST PQC 0.137 0.640 0.527 3309 1952 4032
mnist-PQC-3c-NoBC ~ MNIST  PQC 0.150 0.609 0.524 3309 1952 4032
svhn-PQC-3c-BC SVHN PQC 0.114 0.636 0.522 3309 1952 4032
TABLE V

OVERALL PERFORMANCE METRICS

Average values across 50 rounds. Avg. Tx Time / Client (s)’ and ’Avg. Gas Used / Client Tx’ represent the average blockchain transaction confirmation
time and gas consumption for a single client’s update submission in each round, respectively. ’Round Time (s)’ is the total wall-clock time for one complete
federated learning round.

Configuration Accuracy (%) Round Time (s)  Sign (ms)  Sig Size (B) Avg. Tx Time (s)  Avg. Gas Used  Overhead Ratio
har-PQC-3¢-BC 94.905 3.05 0.659 3309 0.33 1.7241 x 106 0.001 939
mnist-ECDSA-3¢c-BC 99.069 8.14 0.163 71 0.12 1.8890 x 10° 0.000 380
mnist-NONE-3¢-BC 99.319 8.12 0.010 32 0.11 1.7365 x 10° 0.000031
mnist-PQC-3¢c-NoBC 99.409 6.88 0.609 3309 N/A N/A 0.023 099
mnist-PQC-3¢c-BC 99.189 9.01 0.640 3309 0.32 1.7241 x 106 0.000811
mnist-PQC-10c-BC 98.968 10.30 0.656 3309 0.05 5.1723 x 10° 0.000 347
mnist-PQC-30c-BC 98.818 14.85 0.654 3309 0.03 1.7241 x 10° 0.000 167
svhn-PQC-3¢c-BC 93.819 16.30 0.636 3309 0.37 1.7241 x 106 0.001 008

epochs) rather than the cryptographic operations. For example,
the simpler HAR task averaged 3.05s per round, MNIST
averaged around 8-9 s, and the more complex SVHN task took
16.30's per round (for the 3-client PQC configuration). While
PQC operations are slower than ECDSA, their contribution to
the total round time is small, leading to only minor increases
in overall round duration compared to ECDSA or NONE
baselines.

C. Blockchain Performance and Gas Usage

Integrating verification into the blockchain introduces costs
in terms of gas consumption and transaction confirmation time.
Our experiments using Ganache provide estimates for these
overheads. The average gas consumed for verifying an ML-
DSA-65 signature within the smart contract was estimated at
approximately 1.72 x 10° units. This is substantially higher,
roughly 9 times more, than the gas required for ECDSA
verification (around 1.89 x 10° units) or the baseline hash
check (around 1.74 x 10° units), primarily due to the larger
signature size and more complex verification arithmetic poten-
tially involved in PQC. Consequently, the average transaction
confirmation time for PQC updates (0.32s to 0.37s in our
local setup for 3-client scenarios) was observed to be 2 to 3
times longer than for ECDSA (0.12s) or NONE (0.115).

D. Crypto Overhead Analysis

A crucial aspect is understanding the overhead of the
cryptographic operations (signing and verifying) relative to the
time taken for the entire blockchain transaction. Figure 6 plots
this overhead ratio.

Cryptographic Operations Overhead by Algorithm
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Overhead (% of Transaction Time)
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Fig. 6. Cryptographic overhead analysis. The bars show the combined time
for signing and verifying as a percentage of the total blockchain transaction
time (or fixed delay for NoBC). PQC overhead is negligible when blockchain
latency is considered.

The analysis reveals a key finding: when PQC signatures
are verified on the blockchain (PQC+BC configurations), the
time spent on the cryptographic operations themselves consti-
tutes a very small fraction of the total transaction time. The
overhead ratio consistently falls between 0.000167 (0.0167%)
and 0.001939 (0.19%), rendering it negligible. This indicates
that the blockchain network latency and consensus process
dominate the transaction time, not the PQC computation. The
ECDSA+4BC overhead ratio is similarly low (0.000380 or
0.038%). In contrast, the PQC+NoBC configuration, which
replaces blockchain time with a fixed 0.05s delay, shows a
much higher cryptographic overhead ratio (0.023099 or 2.3%),
highlighting that PQC performance is noticeable relative to
very short delays but becomes insignificant compared to
typical blockchain latencies.



E. Blockchain Efficiency Metrics

To further understand the cost-effectiveness, we examined
metrics relating FL progress to blockchain resource usage. The
average gas consumed per complete FL round (aggregating
costs from all clients in that round) for PQC configurations
(e.g., = 5.7x 100 gas for MNIST-3c-BC) is significantly higher
than for ECDSA or NONE configurations (e.g., ~ 9 x 10°
gas for MNIST-3c-ECDSA/NONE). However, evaluating effi-
ciency purely based on gas cost per round can be misleading.
Metrics like accuracy gain per unit of gas consumed provide a
more nuanced view, showing variations based on the dataset,
client count, and stage of training. While PQC incurs higher
gas costs per update verification, its impact on the overall
cost-effectiveness of achieving a target accuracy level requires
considering the entire training process and potential real-world
transaction fees.

F. Scalability Analysis

We investigated how the system scales as the number of
participating clients increases, focusing on the MNIST dataset
with PQC signatures and blockchain verification. Figure 7
shows the trend in average round time, and Figure 8 shows
the average per-client transaction time.

Scalability: Round Time vs. Number of Clients
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Fig. 7. Scalability of average round time with increasing number of clients

for the MNIST PQC+BC configuration. The growth is sub-linear, indicating
good scalability.

Scalability: Transaction Time vs. Number of Clients
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Fig. 8. Scalability of average per-client blockchain transaction time with
increasing number of clients for the MNIST PQC+BC configuration. Trans-
action time remains relatively stable.

The results demonstrate favorable scalability. The average
round time increased from 9.01 s for 3 clients to 10.30s for 10
clients, and 14.85s for 30 clients. This growth is sub-linear,
suggesting that the system can handle an increasing number
of clients without prohibitive increases in round duration, at
least within the tested range. The average per-client transaction
time remained relatively stable or even decreased slightly

(potentially due to averaging effects or Ganache behavior
under load), indicating that individual blockchain submissions
were not becoming significantly slower as client numbers
increased.

G. Cross-Dataset Comparison

To confirm the consistency of PQC performance, we com-
pared the results across the HAR, MNIST, and SVHN datasets
for the 3-client, PQC-enabled, blockchain-integrated config-
uration. Figure 9 visualizes the training performance across
these diverse datasets.

Training Performance Comparison Across Datasets

Accuracy Comparison Across Datasets Loss C Across Datasets
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Fig. 9. Training performance comparison across HAR, MNIST, and SVHN
datasets (PQC, 3 clients, blockchain enabled). Shows smoothed test accuracy
(top) and loss (bottom), highlighting dataset-dependent learning curves but
consistent PQC integration.

As expected, the core PQC cryptographic operation tim-
ings (Sign, Verify) remained consistent across datasets (see
Table IV), as these depend on the algorithm parameters, not
the data being processed by the ML model. The differences
in overall round times (3.05s for HAR, 9.01s for MNIST,
16.30 s for SVHN) and final model accuracy directly reflect the
varying computational demands of the models and the inherent
difficulty of the learning tasks associated with each dataset.
Blockchain metrics like gas usage and transaction time were
also primarily driven by the fixed-size PQC signature payload
(3309 B) and associated verification complexity, rather than
the dataset specifics.

H. Impact of Blockchain Integration

By comparing the MNIST PQC 3-client configura-
tion with blockchain (mnist-PQC-3c-BC) and without
(mnist-PQC-3c-NoBC, using a fixed delay), we can iso-
late the impact of the blockchain component. Integrating
blockchain increased the average round time from 6.88s
to 9.01s, representing an overhead of approximately 31%
attributed to transaction submission and confirmation in our
simulated environment. There was a slight difference in final
accuracy (99.41% without BC vs. 99.19% with BC), poten-
tially due to timing variations affecting the training dynamics
slightly. Most notably, the calculated cryptographic overhead
ratio dropped dramatically from 2.31% (NoBC) to 0.08%
(BC). This underscores that while blockchain adds latency,
it makes the computational cost of PQC operations relatively
insignificant within the end-to-end process.

1. Discussion Summary

The experimental results collectively demonstrate the prac-
tical feasibility of integrating ML-DSA-65 post-quantum sig-



natures into a blockchain-based federated learning frame-
work. While PQC introduces larger cryptographic artifacts
and moderately slower signing/verification speeds compared
to classical ECDSA (approximately 4x slower operations), the
overall impact on the FL process is modest. Model accuracy
is maintained, and the increase in round time is manageable,
especially considering that local computation often dominates
FL round durations. The primary trade-off lies in the increased
gas costs for on-chain verification (roughly 9x higher than
ECDSA in our estimations). However, our analysis critically
shows that the computational overhead of PQC itself becomes
negligible when placed within the context of blockchain trans-
action times. The system demonstrates good scalability with
respect to the number of clients. These findings suggest that
deploying PQS-BFL is a viable strategy for achieving long-
term, quantum-resistant security in federated learning systems
today, despite the higher blockchain resource consumption.

VII. LIMITATIONS AND FUTURE WORK

While PQS-BFL demonstrates the feasibility of quantum-
resistant blockchain-based FL, several limitations exist, open-
ing avenues for future research.

A. Limitations

e Gas Costs: The gas consumption for PQC update verifi-
cation (avg. 1.7 x 10® per update) is significantly higher
than for ECDSA. While manageable in our simulated
environment, this could be a major cost barrier in large-
scale deployments on public blockchains like Ethereum
mainnet, especially with high gas prices.

o Scalability Bottlenecks: While round time scaled sub-
linearly, potential bottlenecks could emerge at much
larger scales (hundreds or thousands of clients) due to
blockchain throughput limits (transactions per second),
PQC verification load on nodes, or aggregator capacity.

o Blockchain Storage: Storing hashes or verification
records for every client update across many rounds can
lead to significant blockchain state growth over time,
impacting node storage requirements and synchronization
times.

o Network Latency Simulation: Using a local Ganache
instance bypasses real-world network latency and vari-
ability, which could significantly impact actual transac-
tion times and round durations.

e PQC Verification Implementation: Our smart contract
simulation estimated PQC verification costs. A direct,
gas-optimized Solidity implementation or standardized
precompile for ML-DSA-65 verification would provide
more accurate cost assessment and might differ from
current estimates.

« Simplified Aggregation: The current framework assumes
a straightforward aggregation process. More complex
secure aggregation protocols, while enhancing privacy,
could introduce additional cryptographic and communi-
cation overhead.

o Limited PQC Schemes: We focused solely on ML-
DSA-65. Evaluating other NIST PQC signature finalists

or candidates (e.g., Falcon, SPHINCS+) could reveal
different performance trade-offs.

B. Future Work

Based on these limitations, future research directions in-
clude:

« Gas Optimization Techniques: Implementing and eval-
uating advanced gas optimization strategies, such as batch
verification (verifying multiple signatures in a single
transaction), leveraging Layer-2 scaling solutions (e.g.,
rollups) to move verification off-chain while maintaining
on-chain settlement, or exploring alternative blockchain
platforms with lower transaction costs or built-in PQC
support.

o Optimized PQC Smart Contracts: Developing highly
optimized Solidity implementations for ML-DSA-65 ver-
ification or contributing to the standardization of PQC
precompiles for major blockchain platforms.

o Decentralized Aggregation and Verification: Designing
and evaluating protocols where aggregation and poten-
tially even verification are performed by a decentralized
network of nodes rather than a single aggregator, possibly
using consensus mechanisms adapted for PQC.

o Alternative PQC Signatures: Benchmarking other
quantum-resistant signature schemes (e.g., hash-based
like SPHINCS+, or the more compact Falcon) within the
PQS-BFL framework to compare performance trade-offs
(e.g., signature size vs. computation time).

« Integration with Privacy Techniques: Combining PQS-
BFL with privacy-enhancing technologies like differential
privacy or secure aggregation protocols designed with
PQC primitives to provide comprehensive security and
privacy guarantees.

o Real-World Network Evaluation: Deploying and eval-
uating PQS-BFL on public blockchain testnets or private
consortium blockchains to assess performance under re-
alistic network conditions.

o Adaptive Security Parameters: Exploring mechanisms
to dynamically adjust PQC security levels or parameters
based on the specific requirements or risk profile of
different FL rounds or client contributions.

VIII. CONCLUSION

The increasing sophistication of quantum computing neces-
sitates a proactive transition towards quantum-resistant secu-
rity measures in critical infrastructures, including collabora-
tive machine learning systems like Federated Learning. This
paper introduced PQS-BFL, a framework that addresses this
challenge by integrating post-quantum digital signatures (ML-
DSA-65) with blockchain-based verification for enhanced se-
curity and transparency in FL.

Our comprehensive experimental evaluation across diverse
datasets (MNIST, SVHN, HAR) and system configurations
demonstrates the practical feasibility of this approach. We
showed that while ML-DSA-65 introduces larger crypto-
graphic artifacts and moderately higher computational costs
compared to classical ECDSA, its performance remains well



within acceptable limits for practical deployment. Specifically,
sub-millisecond signing and verification times were consis-
tently observed. Crucially, when integrated with a blockchain,
the overhead attributable to PQC operations becomes negligi-
ble (typically <0.2%) compared to the overall transaction la-
tency dominated by network and consensus mechanisms. This
finding alleviates concerns that PQC might be computationally
prohibitive for blockchain-based FL.

Furthermore, PQS-BFL maintains high model accuracy
comparable to baselines without quantum-resistant security
and exhibits favorable scalability characteristics, with round
times growing sub-linearly as the number of clients increases.
While PQC verification does incur higher gas costs on the
blockchain compared to ECDSA, our analysis suggests this
is a manageable trade-off for achieving long-term, quantum-
resilient security.

PQS-BFL provides a robust and empirically validated
blueprint for building next-generation federated learning sys-
tems capable of withstanding attacks from both classical and
quantum adversaries. By releasing our framework and bench-
marks, we aim to encourage further research and adoption of
post-quantum security in decentralized Al applications, par-
ticularly in sensitive domains like healthcare where long-term
data integrity and model authenticity are paramount. Future
work will focus on optimizing blockchain costs, exploring
alternative PQC schemes, and integrating enhanced privacy
mechanisms to further strengthen the PQS-BFL framework.
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