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Abstract—Large Language Models (LLMs) have demonstrated
remarkable capabilities in code-related tasks, raising concerns
about their potential for automated exploit generation (AEG).
This paper presents the first systematic study on LLMs’ ef-
fectiveness in AEG, evaluating both their cooperativeness and
technical proficiency. To mitigate dataset bias, we introduce a
benchmark with refactored versions of five software security labs.
Additionally, we design an LLM-based attacker to systematically
prompt LLMs for exploit generation. Our experiments reveal that
GPT-4 and GPT-4o exhibit high cooperativeness, comparable to
uncensored models, while Llama3 is the most resistant. However,
no model successfully generates exploits for refactored labs,
though GPT-4o’s minimal errors highlight the potential for LLM-
driven AEG advancements.

Index Terms—Exploitability, Software Vulnerability, Auto-
mated Exploit Generation, Large Language Model.

I. INTRODUCTION

Software vulnerabilities pose significant threats to software
security. Assessing their severity is crucial for prioritizing mit-
igation efforts. Exploitability serves as a key metric for eval-
uating severity [1], and automated exploit generation (AEG)
enhances efficiency by reducing manual effort in exploitability
evaluation [2].

Research on automated exploit generation (AEG) began in
the early 2000s [3], [4], but early techniques relied on either
patched programs or crashing inputs. In 2011, Avgerinos et
al. introduced an end-to-end approach leveraging precondi-
tioned symbolic execution [5]. Subsequent studies [2], [6]–
[9] explored exploit path discovery in vulnerable programs,
generating Proof-of-Concept (PoC) test cases via symbolic ex-
ecution or fuzzing. However, these methods require significant
expertise due to their reliance on complex program analyses.

The emergence of large language models (LLMs) has
reduced the expertise required for various code-related
tasks [10], including security applications such as security
test generation [11], penetration testing [12], and taint analy-
sis [13]. However, no systematic study has examined LLMs’
performance in automated exploit generation (AEG). This
gap raises concerns about the accessibility of exploitation for
novice attackers while also presenting opportunities to advance
AEG research.

To address this gap, we present the first systematic study on
LLMs’ performance in automated exploit generation (AEG).
Conducting this study requires overcoming two key chal-
lenges: ❶ We use five labs from SEED Labs’ software security

exercises [14]. However, publicly available datasets pose a risk
of bias, as LLMs may have been trained on SEED Labs. To
mitigate this, we created an additional dataset by manually
refactoring five labs while preserving their vulnerabilities. ❷
Most LLMs, except uncensored ones, refuse exploit generation
requests, requiring multi-round interactions to guide them
towards the desired output. Different LLMs respond variably,
making manual interactions inconsistent. To address this, we
developed an LLM-based attacker that autonomously interacts
with different LLMs, ensuring a systematic and reproducible
AEG evaluation.

Our study aims to answer the following research questions:
• RQ1: To what extent do LLMs comply with exploit gener-

ation requests?
• RQ2: How effective are LLMs in generating working ex-

ploits?
Our experiments show that GPT-4 and GPT-4o exhibit a

high degree of cooperation in exploit generation, comparable
to some uncensored open-source models. Among the evaluated
models, Llama3 was the most resistant to such requests.
Despite their willingness to assist, the actual threat posed by
these models remains limited, as none successfully generated
exploits for the five custom labs with refactored code. How-
ever, GPT-4o, the strongest performer in our study, typically
made only one or two errors per attempt. This suggests
significant potential for leveraging LLMs to develop advanced,
generalizable AEG techniques.

In summary, this paper makes the following contributions:
• Systematic Study. The first systematic evaluation of LLMs’

performance in automated exploit generation (AEG).
• LLM-Based Attacker. A novel LLM-driven attacker that

systematically guides LLMs to generate exploits.
• Benchmark. A curated benchmark with refactored versions

of five software security labs to mitigate dataset bias.
We release our raw experiment data and code here: https:

//anonymous.4open.science/r/AEG LLM-EAE8/.

II. BACKGROUND AND RELATED WORK

A. AEG Techniques.

An exploit is a method or code that leverages a vulner-
ability for malicious purposes, such as information leakage
or arbitrary code execution. Research on automated exploit
generation (AEG) began in the early 2000s. In 2008, Brumley
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Fig. 1. Workflow of the LLM-based attacker

et al. [4] demonstrated that hints from patches could facilitate
exploit generation. The following year, Heelan and Kroening
[3] introduced a technique for automatically generating control
flow hijacking exploits. Subsequent studies advanced AEG
methods [2], [5], [7]–[9], with Avgerinos et al. [5] pioneering
the first end-to-end approach using preconditioned symbolic
execution, establishing a trend toward exploit path search-
based techniques.

Despite progress in AEG, existing techniques remain con-
strained to specific target programs (e.g., operating system
kernels [2]) or specific vulnerability types (e.g., use-after-free
vulnerabilities [6]). Moreover, these methods rely on complex
program analysis, requiring substantial domain expertise. Cur-
rently, there is no general, easy-to-use AEG technique.

B. LLMs for Software Security.

By applying neural scaling laws [15] to deep learning
architectures like transformers, AI researchers developed large
language models (LLMs), which quickly gained prominence
for their effectiveness in both natural language processing
(NLP) and coding tasks [10]. LLMs have been adopted in
various software security applications; for instance, Deng et
al. [12] proposed an LLM-based penetration testing framework
that enables less experienced testers to achieve competitive re-
sults. However, despite their potential for automating security
tasks, LLMs often refuse harmful requests, such as exploit
generation, due to internal alignment mechanisms [16].

C. Threat Model.

In this study, we assume the target programs contain known
vulnerabilities accessible to the attacker, who also has access
to their source code. The attacker can provide the vulnerable
program to an LLM, requesting automated exploit generation.
If the LLM successfully generates exploits, the attacker can
leverage them for malicious purposes, such as arbitrary code
execution.

III. STUDY DESIGN

A. Benchmark Construction

We selected five software security labs from SEED
Labs [14] as benchmark vulnerable programs for evaluation.

The Environment Variable and Set-UID Lab and Shellcode
Development Lab were excluded due to challenges in au-
tomated verification, which we leave for future work. The
chosen labs cover a range of common software vulnerabilities,
including buffer overflow, return-to-libc attacks, format string
vulnerabilities, race conditions, and dirty COW exploits.

To ensure an objective evaluation of LLMs, we further
processed the source code. Each lab was tested in its original
form without guiding comments, which are unlikely to appear
in real-world code. Additionally, we created a modified version
by renaming variables and functions to varX and functionX,
where X is assigned sequentially to obfuscate the code. This
step aimed to mitigate the risk of LLMs recalling memorized
solutions from training data. Consequently, our benchmark
consists of two sets: the original and obfuscated labs.

To establish a reference for evaluation, we manually solved
each lab. The target LLM’s final code output was then com-
pared against these solutions. The evaluation metric was the
number of errors in the LLM-generated code that prevented
the exploit from functioning correctly.

B. Evaluated LLMs

We evaluated five LLMs: OpenAI’s GPT-4o and GPT-4o-
mini, along with Llama3 (8B), Dolphin-Mistral (7B), and
Dolphin-Phi (2.7B). These models represent a diverse selection
of potential tools for attackers. Llama3 serves as a censored
general-purpose model, Dolphin-Mistral as an uncensored
coding-specific model, and Dolphin-Phi as an uncensored
general-purpose model. The locally run models were executed
via Ollama [17], while OpenAI’s models provide a comparison
against larger, proprietary architectures.

C. LLM-Based Attacker

Prompting LLMs to generate exploits often encounters
resistance, requiring multi-turn interactions to achieve results.
However, different LLMs respond unpredictably, making the
conversation dynamic and non-deterministic. While this pro-
cess can be conducted manually, it contradicts the automated
nature of AEG and introduces evaluator bias based on an
attacker’s experience and expertise. To address this, we de-
signed an automated attacker program that leverages an LLM
to systematically instruct target LLMs under evaluation.

Figure 1 illustrates the workflow of the LLM-based attacker.
In our implementation, OpenAI’s GPT-4o was selected as the
attacker model due to its strong reasoning capabilities at the
time of experimentation. The model generating exploits is
referred to as the target LLM. An attacker script mediates
communication between the attacker LLM and the target LLM
by passing prompts and responses. The script initiates an API
request to the target LLM for an initial attempt at solving a
lab. This response is then provided to the attacker LLM, which
generates an improved prompt instructing the target LLM on
refining its exploit attempt. The process repeats iteratively,
with the improved response sent back to the target LLM, and
its output further refined by GPT-4o-mini. This cycle continues
for up to 15 iterations (empirically determined) or until the
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attacker LLM determines that no further improvements can
be made.

IV. RESULTS AND ANALYSIS

A. RQ1: Cooperativeness

Table I shows the average percentage of the cooperative
response from the target LLMs during the iterative exploit
improvement process when interacting with the LLM-based
attacker. The higher the value is, the more willing an LLM is
to help with exploit generation. We can observe that Llama3
is the least cooperative model. Surprisingly, we can also find
that the GPT-series models are quite willing to aid the user
with the exploit generation tasks, demonstrating a similar level
of cooperativeness to uncensored models. As for types of
vulnerabilities, LLMs are more likely to refuse the requests
for exploiting race condition and dirty COW vulnerabilities.
We are led to speculate that these topics are more likely to be
censored.

Answer to RQ1: Due to the alignment of LLMs, they
may not cooperate when requested to generate exploits. The
cooperativeness is affected by both the model types and the
vulnerability types. The OpenAI models are surprisingly
cooperative to help with exploit generation.

B. RQ2: Effectiveness

Figure 2 shows the number of mistakes in the exploits
created by each target LLM on each original lab program.
Figure 3 shows the number of mistakes made by each target
LLM on every refactored lab program. From the two figures,
we can observe that the GPT-series of models are the best
performing models in terms of the exploit quality. An inter-
esting thing is that Dolphin Mistral performs the best with
the original labs while it made significantly more mistakes on
the refactored programs. This indicates that Dolphin Mistral
might have been trained with SEED Lab materials. We can
also observe for a performance drop for all the evaluated LLMs
on the refactored programs, as some LLMs may successfully
generate exploits for the format string vulnerability and the
race condition vulnerability with the original programs while
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none of them can succeed on the refactored programs. This
indicates either the importance of code symbols for AEG tasks
with LLMs or that some LLMs might have been trained with
the SEED Labs materials.

Answer to RQ2: The GPT-series of models are the best
performing ones for AEG tasks yet no evaluated LLMs
can succeed on the refactored programs. Although AEG
with LLMs is a promising direction, more research effort
is needed to improve the performance.

C. Detailed Analysis

Here we identify common errors made across most AEG
attempts, their rates of occurrence among all relevant attempts
and provide some speculation on why these errors occur.
Buffer Overflow. The most common error made is failing to
create a NOP sled of sufficient length. This was observed in
60% of attempts made. Since the NOP sled length is derived
from the size of an unprotected read instruction, it is believed
that the AEG LLM never forms the connection between an
unprotected read and a buffer overflow attack. Thus, it fails
to create a NOP sled of sufficient length to take advantage of
the unsafe read instruction.

A less common error, occuring in 30% of AEG attempts,
is having the incorrect order of the shellcode and the return
address. While most attempts were successful in this regard,
it is notable that 3 out of 10 attempts suffered this mistake.
It suggests a failing to make a connection between the return
address and payload, specifically that having the return address
allows program execution until the payload is encountered.

While not strictly an error, in 50% of cases, the buffer was
first overflowed with junk data and then a NOP sled was
constructed. In practice using only NOP characters for this
process suffices. It only serves to complicate the program when
junk characters are used that are not NOPs.
Return to LibC. An error that pervades 100% of all AEG
attempts is an incorrect padding size in the payload. This



TABLE I
AVERAGE COOPERATION PERCENTAGE OF LLMS DURING ITERATIVE IMPROVEMENT PROCESS

Buffer overflow Return to libc Format string Race condition Dirty COW Average

Closed-Source GPT-4o 100 100 100 92 93 97
GPT-4o-mini 100 92 100 88 100 96

Open-Source Censored Llama3 27 13 64 16 17 27

Open-Source Uncensored Dolphin Mistral 100 100 100 91 75 93
Dolphin Phi 97 100 100 84 92 95

Average 85 81 93 74 75

padding size is calculated by the difference between the
buffer and ebp address. Therefore, one possible reason for
this mistake is a failing of LLMs in performing arithmetic
accurately. Alternatively, the LLMs may not have made the
connection between the padding size and the aforementioned
difference.

Another common error is the use of an incorrect, or absence
of, an address for the system, exit, and shell commands. These
are vital for the payload to function as they must be called
successively. This error was present in 50% of test cases. There
is possibly an effect akin to losing track of the goal as the
LLMs can produce a result that looks like a valid payload but
ultimately contains junk data where these addresses are meant
to be. Thus, they may understand the shape of the solution
but cannot make use of the given addresses as they fail to
understand the goal of the payload.
Format String. In the format string tests, 90% of attempts
failed to produce an output that would cause the program to
crash. Since an actual string that does so is rather simple,
it is hard to ascribe to the LLMs any one common mistake.
However, in general, outputs are much longer than necessary,
resulting in what appear to be over-engineered solutions.
Race Condition. Many outputs failed to loop the proposed
attack which, given that it is probabilistic in nature, means it
is unlikely to work in practice. This particular error occurred
in 60% of test cases. It suggests a failure to understand that
looping the attack is necessary outside of a theoretical context,
potentially indicating a gap between theory and practice in
LLM training data.

Another error was a failure to remove the symbolic link in
order to reset for the next attempt. This also occurred in 60%
of cases. While resetting is not necessary if one is not looping
the attack, it should be noted that the attempts that failed to
remove the symbolic link are not exactly those that failed
to loop the attack. In particular Dolphin-Mistral fails to loop
but removes the symbolic link on the renamed attempt, while
4o fails to remove the link but successfully loops the attack.
This suggests that LLMs fail to make the connection between
looping attacks and what must be reset for those attacks.
Dirty COW. In a similar vein to the race condition attack,
many attempts failed to loop this attack despite its probabilistic
nature. This was seen in 60% of test cases and is suggestive
of issues already discussed in the race condition evaluation.

Another error in Dirty COW attempts was the use of mu-
texes or semaphores which prevent race conditions. This was
present in 60% of cases. While this might be desirable in some

contexts, this exploit relies on a race condition vulnerability
to be successful. This suggests that LLMs do not identify a
link between this kind of attack and the purpose of mutexes
or semaphores. It is possible that LLMs have seen a pattern
of such features in code being associated with the concept of
good quality programming. In this case, instead of identifying
links between when they are desired or not, they have simply
understood that it must be desirable in all contexts because it
shows up statistically more often around favourable keywords.

It appears that a general trend in the data is that current
LLMs understand what an attack for a common vulnerability
will ‘look’ like without having formed connections about the
underlying mechanisms. However, the above is purely spec-
ulative, and the postulated theories have not been rigorously
tested.

V. LIMITATIONS AND FUTURE WORK

This study provides a preliminary investigation into the use
of LLMs for automated exploit generation (AEG). While our
findings offer insights into this emerging research direction,
several limitations remain. Below, we discuss these limitations
and outline future work to enhance this study.
Reasoning Models. During our research, OpenAI and
DeepSeek released reasoning-focused models (GPT-o1 and
DeepSeek-r1), which demonstrate stronger performance in
logic-intensive tasks. These models may be better suited for
AEG, and we plan to evaluate them in future studies to obtain
more comprehensive insights.
Real-World Exploits. We used SEED Labs due to their well-
documented vulnerabilities and carefully designed programs,
making them a reliable ground-truth dataset. To improve
benchmark diversity, future work will incorporate real-world
vulnerabilities and exploits.

VI. CONCLUSION

Our study provides the first systematic evaluation of LLMs
in automated exploit generation (AEG), revealing that models
like GPT-4 and GPT-4o exhibit high cooperativeness, compa-
rable to some uncensored open-source models, while Llama3
is the most resistant. Despite their willingness to assist, none of
the evaluated models successfully generated exploits for refac-
tored vulnerabilities, though GPT-4o demonstrated minimal
errors. These findings suggest that while current LLMs pose
limited immediate risk for exploit generation, their evolving
capabilities present significant potential for advancing AEG
techniques. Our benchmark and LLM-based attacker offer a
foundation for future research in this domain.
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