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Abstract

This report explores the convergence of large language models (LLMs) and cy-

bersecurity, synthesizing interdisciplinary insights from network security, artificial

intelligence, formal methods, and human-centered design. It examines emerging ap-

plications of LLMs in software and network security, 5G vulnerability analysis, and

generative security engineering. The report highlights the role of agentic LLMs in

automating complex tasks, improving operational efficiency, and enabling reasoning-

driven security analytics. Socio-technical challenges associated with the deployment

of LLMs—including trust, transparency, and ethical considerations—can be addressed

through strategies such as human-in-the-loop systems, role-specific training, and proac-

tive robustness testing. The report further outlines critical research challenges in

ensuring interpretability, safety, and fairness in LLM-based systems, particularly in

high-stakes domains. By integrating technical advances with organizational and so-

cietal considerations, this report presents a forward-looking research agenda for the

secure and effective adoption of LLMs in cybersecurity.

1 Background and Scope

The recent success in large language models (LLMs) has shown that they have the

capacity to process and understand vast amounts of textual data, making them indis-

pensable for natural language processing tasks [39, 58, 60]. They play a major role in pro-

cessing text, time-series data, and prediction [5]. These successes are particularly relevant

to cybersecurity because they empower us to harness the power of human-like language

understanding and predictive capabilities to enhance network security. In cybersecurity,

LLMs can effectively analyze and interpret security reports, threat intelligence feeds, and

logs [16,20,47,49]. They assist in identifying emerging threats, vulnerabilities, and attack

patterns, thereby strengthening threat detection and incident response [3, 22, 59]. Fur-

thermore, their ability to comprehend human-generated content in emails, chat logs, and
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social media posts enables the detection of phishing attacks, insider threats, and other

security-related issues [4, 36, 48].

Moreover, these models can be employed in developing advanced anomaly detection

systems that continuously monitor network traffic, system logs, and user behavior [14,56].

By recognizing unusual patterns or deviations from the norm, they aid in early threat de-

tection, providing security teams with valuable insights to respond proactively [13,34,45].

Additionally, LLMs can generate and review security policies, patch management, and

vulnerability scanning [7, 23]. By automating these processes, organizations can respond

more efficiently to security incidents and reduce the workload on security professionals.

This integration of large language models into the cybersecurity landscape represents a

significant advancement in fortifying our digital defenses and staying ahead of evolving

threats.

As the threats are growingly sophisticated and network systems are increasingly con-

nected, there is a need to create disruptive technologies to transform the way we secure

our networks. The convergence between network security and AI is critical for the na-

tion’s cybersecurity and promises a secure and resilient digital future. This report dis-

cusses opportunities to reshape the landscape of network security through the integration

of large language models (LLMs). Drawing on insights from the fields of network secu-

rity, artificial intelligence, language modeling, and formal methods, it outlines a dynamic

research agenda for advancing next-generation security technologies and practices.

This report synthesizes current research issues, key challenges, and future directions

regarding the application of LLMs in network security. It draws on interdisciplinary per-

spectives from academia, industry, and government, and the discussions are organized

into three primary focus areas:

(A) LLMs for Software and Network Security;

(B) LLMs for Secure and Resilient Network Service and Management;

(C) Human and Social Aspects of LLMs in Cybersecurity.

Each area has its fundamental challenges that need to be addressed. Area A focuses

on the role of LLMs in malware detection, software testing, log analysis, penetration test-

ing, and blue/red teaming, which can span a wide range of topics. The focus area B shifts

the attention to network operation applications, which aim to address the questions of

network operations, response, resiliency, forensics, and high-level service management.

The focus area C tackles the human and social aspects of LLM for cybersecurity, aiming

to address the concerns related to trust, ethics, human interactions, datasets, and the ap-

plications in misinformation and manipulation. Participants presented their research and

engaged in in-depth discussions about the challenges and opportunities in their respec-

tive fields.

As a summary of fruitful discussions at the workshop, this report lays out the trans-

disciplinary foundations and challenges in LLMs and their connections with security ap-
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plications. This report provides an overview of the key topics and ideas discussed during

the workshop, as well as the major research issues and challenges identified. By integrat-

ing perspectives from academia, industry, and government, the report offers actionable

guidance for researchers, policymakers, and practitioners engaged in the design and im-

plementation of next-generation cybersecurity solutions.

2 LLM Applications in Network Security

2.1 LLM for Analytics of Cyber Threat Intelligence

Many cybersecurity reports are long, unstructured, and not actionable, which creates

difficulties for organizations in quickly responding to threats. It is observed that reports

like cyber threat intelligence (CTI) often lack immediate usability, even though they are

crucial for mitigating cyber threats. Prior efforts have worked on NLP applications to

process these reports and make the information actionable. However, LLMs have sig-

nificantly improved this process, enabling better extraction of relevant data and threat

patterns from extensive reports [8].

LLMs can play an important role in extracting actionable attack behaviors (e.g., adver-

sary tactics, techniques, and procedures) from the vast amount of unstructured text [1].

Yet, one must be aware of the challenges of semantic analysis in cybersecurity, where ter-

minologies and context often differ from common language uses (e.g., “kill” meaning to

stop a process). To address such challenges, LLM fine-tuning is necessary. For example,

fine-tuned models, such as “SecureBERT,” are specifically designed to understand and

process cybersecurity-related content [2]. This has demonstrated improved accuracy in

predicting vulnerabilities, mapping attack behaviors, and identifying potential threats.

While LLMs are highly useful in reducing the workload by automating the extrac-

tion and analysis of cybersecurity reports, they still have limitations. These include chal-

lenges in logical reasoning, prompt engineering, and fine-tuning to achieve specific tasks.

It should be noted that experts are still required to design the prompts properly for ef-

fective outcomes. Another significant issue in cybersecurity is the lack of diverse and

comprehensive attack data, making it hard to train models that can cover all threat sce-

narios [15]. Additionally, LLMs sometimes fail to provide accurate or reliable results,

particularly when reasoning or understanding deeper context.

Finally, cybersecurity goes beyond data analysis—it is about making decisions that re-

quire clear understanding, context, and reasoning, areas where LLMs, though improving,

still need development.

2.2 LLM for 5G Network Security

5G technology drives innovation across various fields. However, it also presents sig-

nificant security challenges, including vulnerabilities due to the complex nature of the

protocols and the lack of encryption in certain communications [37]. While mobile tech-

nology continues to evolve [28, 63], significant security gaps remain. One of the primary

4



issues discussed was the vulnerability in communication systems before encryption is es-

tablished. Attackers can exploit these vulnerabilities to compromise private communica-

tions or launch malicious attacks [31]. To ensure 5G security, one must address protocol-

level vulnerabilities and enhance system-level security.

LLMs display a great potential for both protocol-level testing [38] and system-level se-

curity design [9]. As for testing, there are two major approaches that LLMs can be part of.

One is the top-down approach, which involves understanding the design and specifica-

tion of the 5G system (which is often described in voluminous documentation over 1,000

pages of protocol descriptions). Test cases are generated from the formal specifications

and protocols. While effective, this approach is resource-intensive, requiring a significant

amount of manual effort to parse these massive documents and identify the necessary

components for security testing. The other one is bottom-up. Unlike the top-down ap-

proach, this method focuses on analyzing network traffic data. Instead of manually inter-

preting complex protocol descriptions, this method allows testers to directly examine the

network traffic to detect anomalies or security flaws. It should be noted that this approach

is more adaptable because even if the system changes, testers can continue analyzing the

traffic without needing to understand the underlying protocol fully.

LLMs can play an instrumental role in 5G security, particularly in the following as-

pects:

• automating the generation of test cases;

• extracting protocol rules and constraints from large datasets;

• creating new models for fuzzing (a testing method) and penetration testing;

• offering reasoning capabilities to refine and optimize security testing.

Recent research has presented examples of how LLMs are being used to generate gram-

mars from protocol descriptions and then create test cases based on those grammars.

This automation helps in testing large systems and identifying vulnerabilities that may

have been missed by manual testing processes [41]. LLMs can also help in traffic fuzzing

by generating mutated traffic patterns to test the robustness of 5G systems. This allows

testers to evaluate how the system responds to abnormal or unexpected inputs, help-

ing uncover security flaws in different layers of the 5G architecture. Another example

was their penetration testing tools built using machine learning models. These tools can

conduct penetration tests based on generated test cases, providing a more thorough ex-

amination of security vulnerabilities in 5G systems.

In conclusion, one must acknowledge the importance of using advanced technologies

like LLMs to address the growing complexity and security risks in 5G networks. LLMs

provide a way to automate many aspects of security testing, reducing the reliance on

manual effort and allowing for faster, more effective detection of vulnerabilities. LLMs,

in combination with traditional security practices, could revolutionize how we approach

security testing in the future, especially for large, complex systems like 5G.
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2.3 Generative Security Application Engineering

Generative AI and LLMs are revolutionizing cybersecurity practices. In addition to

research efforts on LLM-based cybersecurity technologies, another question of equal im-

portance is how future engineers can be supported in developing reliable, safe, and cost-

effective generative security applications.

Toward this objective, a pilot course has been designed and taught, which covers code

summarization, reverse engineering, vulnerability discovery, threat intelligence, social

engineering, and code generation. In this course, students are instructed to evaluate and

benchmark various models, experiment with prompts, and build secure applications us-

ing LangChain and security frameworks. The following are six lessons learned from this

course.

• Creativity Matters: The application of LLMs in cybersecurity requires creativity and

imagination beyond basic mechanics.

• Portability Matters: LLM models should be chosen based on the task (e.g., reason-

ing, code generation) while balancing between different models and contexts.

• Skepticism Matters: Beware of cognitive biases (e.g., survivorship bias). LLM mod-

els can provide plausible but incorrect outputs, emphasizing the need for verifica-

tion.

• Change Matters: Technologies and LLM models evolve rapidly, and engineers need

to adapt with an agile mindset.

• Safety Matters: It is necessary to address vulnerabilities in LLMs, such as prompt

injection attacks and insecure plugin configurations.

• Costs Matter: time, energy, and financial costs in LLM applications are significant.

Proper human interventions can mitigate mistakes made by LLMs and help reduce

these expenses.

In conclusion, the final lesson is that teaching matters. Students should be encouraged

to explore and innovate LLM usage, applying generative AI to automate a range of secu-

rity tasks while being cautious of the fast-evolving landscape and security challenges.

2.4 Discussion

1) How can LLMs be made trustworthy in the cybersecurity context?

LLMs are infamous for their inconsistency issues. When taking the same input,

LLMs can generate totally different outputs, which causes trust issues and prevents

the actual deployment of LLMs in mission-critical scenarios. Unfortunately, this in-

consistency issue is due to its complicated inner workings that are hidden from the
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public, and hence, solving the issue from its root seems impractical. One viable so-

lution is to resort to an additional verification process by installing certain programs

or even another LLM.

2) Multi-modal multi-task general-purpose LLMs v.s. Domain-specific LLMs: Which is more

practical when applying LLMs to cybersecurity tasks?

The latter looks more promising. First, one has to be aware that cyber defensive op-

erations involve multiple tasks of different kinds. Each of them presents data with

various structures that are beyond any LLM model. Hence, it is not promising to

train a generalist model to handle all these data. Second, training a general-purpose

model requires an astronomical amount of data, which is unlikely to be accessible in

cybersecurity contexts. As organizations enjoy distinct IT infrastructures and face

different adversarial threats, their security data are highly unstructured and het-

erogeneous, which may not be suitable for LLM training. Moreover, such data are

often private, and organizations may not be willing to share their data to create a

data pool with enough amount of datapoints that support LLM training.

3 LLM Agent and Applications

3.1 The Rise of the Planet of the Agent

AI-powered agents are increasingly being used in a variety of entrepreneurial sce-

narios to transform business operations. These agents are becoming pivotal in stream-

lining processes such as incident analysis, where AI can quickly assess and summarize

critical events, providing real-time insights to decision-makers. Similarly, conversational

assistants powered by AI are enhancing human interactions, offering context-aware sug-

gestions, and facilitating smoother communication. Moreover, AI agents excel in data

extraction and knowledge building, where they automate the collection and structuring

of information, leading to more efficient knowledge management systems. Another key

area is search and contextual retrieval, where AI enhances traditional methods by quickly

identifying and delivering the most relevant data, enabling businesses to navigate large

datasets with ease and precision.

Knowledge-enhanced large language models (LLMs) are being proposed to handle

increasingly complex and novel situations. These models are designed to perform well

even in scenarios where they encounter information or questions they haven’t seen be-

fore, thanks to their ability to integrate external knowledge sources. This capability is

particularly valuable in fields like cybersecurity, where threats and attack methods evolve

rapidly, requiring AI systems to be adaptable and informed beyond just historical data.

A more advanced technique, Retrieval-Augmented Generation (RAG) [24], is also

emerging as a solution for handling multi-hop queries—those that require the AI to con-

nect various pieces of information across multiple steps to arrive at a comprehensive an-

swer. In areas such as threat intelligence, where understanding the profile of a threat ac-
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tor involves analyzing multiple data points, RAG breaks down information into smaller,

manageable chunks. It then searches for similar patterns across these chunks to ensure

accurate retrieval. However, basic RAG methods may not always be enough, which

has led to the development of a Graph-RAG approach [46]. This method enhances the

RAG process by incorporating knowledge graphs, where text chunks are converted into

graph-based elements that can be linked and analyzed in communities. These communi-

ties provide a more structured representation of information, allowing the AI to generate

summaries that reflect not only individual data points but also the relationships between

them, offering richer and more actionable insights.

Emerging technologies are also enabling a new Agentic LLM-based approach, where

LLMs are used as advanced reasoning engines. Unlike traditional systems where actions

are hardcoded, these LLM agents are dynamic, allowing them to plan actions based on

natural language input and interact with the external world in a manner similar to how

humans operate. This capability is particularly useful in environments that require adapt-

ability, such as in complex decision-making tasks where the AI must gather data, plan,

and execute actions without being restricted to predefined behaviors. For example, in

the context of using an Agentic LLM-based agent with function-calling capabilities, the

user can first ask a question and specify the desired function signatures. The LLM then

returns the appropriate tool names (functions) along with the necessary parameters for

calling those functions. Once the user executes the function locally with the provided

parameters and obtains the output, the LLM acknowledges the action, summarizes the

output, and delivers a user-friendly response to the original question. This process al-

lows for seamless interaction between the user and the LLM, with the LLM assisting both

in finding the executing functions and interpreting the results. This combination of rea-

soning and interaction with human users makes AI agents significantly more versatile

and capable of performing a wider range of tasks.

3.2 Cybersecurity AI Evolves Rapidly with LLMs and Agents

The field of cybersecurity is evolving rapidly with the integration of large language

models (LLMs) and intelligent agents [51]. A key question is: Why use LLMs in cyber-

security? Deep learning (DL) has traditionally been effective in addressing known cyber

attacks, as it allows systems to scale by fine-tuning new data points and adapting to dif-

ferent programming languages. However, DL presents significant challenges, such as the

high costs associated with cleaning and labeling data, issues with data imbalance, and dif-

ficulties in explaining results. Moreover, DL systems are prone to adversarial attacks [30].

In the case of unknown threats, such as zero-day attacks, reinforcement learning (RL) can

offer more dynamic defenses by making moving target strategies adaptive. However, RL

systems have their own limitations, particularly when attacks are short-lived, leading to

gaps in the knowledge they acquire.

In comparison, LLMs offer unique advantages for cybersecurity [57]. Unlike DL,

which has limited generalization across domains, LLMs are inherently cross-domain, en-
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abling them to apply knowledge across a variety of fields. LLMs also benefit from self-

supervised learning, allowing them to learn from vast amounts of data without need-

ing domain-specific labeling, which is often required for DL models. Another critical

feature of LLMs is their potential to develop reasoning capabilities, which are essential

for in-depth security analysis. While DL models may achieve high accuracy, they often

lack the capacity for reasoning and explanation. LLMs, especially when using methods

like ChatGPT’s chain-of-thought reasoning, can break down complex, multi-step security

problems into intermediate steps, providing more structured and logical responses.

In the debate between human-LLM collaboration versus autonomous agents in cyber-

security, a key issue is reliability. Many cybersecurity decisions are mission-critical, and it

is unacceptable for AI agents to be misled by factual inaccuracies present in LLM outputs.

For non-critical tasks, autonomous agents may be more suitable, though a human super-

visor is still recommended. When designing such agents, the primary focus should not

only be avoiding factual errors but also actively tackling and correcting them to ensure

reliable decision-making processes. This balance between human oversight and agent

autonomy is crucial for deploying AI in cybersecurity contexts.

For example, User Privilege Operation (UPR) remains a specific challenge in server-

side programs. The analysis of UPR variables is crucial for identifying vulnerabilities, but

heuristic methods like regular expressions are fundamentally limited in their effective-

ness. A more promising approach is to leverage the power of LLMs, which can perform

well in analyzing small-sized C functions. However, LLMs may still struggle with larger

ones due to memory limitations. Hence, a proposed workflow [55] for agents analyzing

UPR can involve several steps: constructing a program dependency graph (PDG), slicing

the problem into manageable parts, examining specific code statements, and having the

LLM evaluate those short statements. The final UPR score is derived from aggregating

the ratings given to individual code statements, providing a more comprehensive under-

standing of potential vulnerabilities.

However, there are still higher-level challenges [67]. One of the most significant is that

existing LLMs suffer from factual errors, which pose a serious problem when relied upon

for AI agent analysis in cybersecurity. These errors can undermine the effectiveness of

automated analysis, and while human intervention may help correct such issues, it in-

troduces the risk of turning the process into a repetitive task, which reduces efficiency.

Addressing factual errors without becoming dependent on repetitive human correction

remains one of the most pressing issues in the development of reliable AI agents for cy-

bersecurity.

3.3 Agent of Agents: Meta LLM-Agent for Security Operations

Today’s security operations are largely manual, slow, costly, and often ineffective. Red

Teams, which are tasked with simulating advanced persistent threat (APT) attacks [50],

rely heavily on skilled personnel to perform infrequent and in-demand assessments that

often lack formal quantitative metrics. Meanwhile, Blue Teams are responsible for mon-
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itoring, scanning, and incident response, but these processes are often incomplete and

expensive. As a result, there is growing interest in moving toward more autonomous

agents that can handle security operations with greater efficiency and lower operational

costs. These agents can make decisions autonomously, adapt to new threats, and provide

real-time automated responses. This shift is part of a broader transition from traditional

rule-based engines to more sophisticated AI-driven engines, such as those powered by

Reinforcement Learning (RL) and Large Language Models (LLMs).

In the context of RL agents, the Purple Teaming approach stands out as a viable solu-

tion for simulating security environments. Within the Purple Teaming framework, a Red

Team agent simulates APT attacks while a Blue Team agent learns and develops defensive

strategies [17,27]. The Purple Agent acts as a mediator, transferring insights learned from

these interactions to improve overall network defenses. This process allows for a more

systematic and automated approach to developing defense strategies for the Blue Team.

A case study on penetration testing illustrates how RL-based agents can streamline what

is traditionally a manual and complex process, allowing for more efficient security opera-

tions. However, RL-based agents come with limitations. RL-based systems often require

stylized modeling and additional data processing, and they struggle with certain long-

standing challenges within the RL framework [30, 42]. This is where LLM agents come

in, offering advantages that RL-based systems often lack. LLMs leverage pre-trained

knowledge bases, enabling them to understand and generalize textual data across var-

ious domains. This generalization capability is particularly valuable in dynamic security

environments where new threats continually emerge as attackers evolve [26]. With these

advantages, LLMs can offer a more flexible and adaptive solution for cybersecurity oper-

ations.

Take penetration testing as an example; past efforts have explored both RL-based and

LLM-based approaches, but these systems are not fully autonomous and often require

human intervention. This highlights the need for a more comprehensive agentic solution,

one that moves beyond single-task agents to a system of multiple specialized agents, since

no single agent can handle the full complexity of modern cybersecurity operations. This

leads us to a multi-agent systematic solution. Each agent within the system can be special-

ized to handle specific tasks, leveraging its unique capabilities and resources. This prin-

ciple applies not only to RL-based agents but also to LLMs and other AI models, where

specialization and collaboration between agents can enhance overall performance [25].

Another viable approach that shares similar wisdom is the concept of the Meta Agent

or the Agent of Agents. A Meta Agent is essentially a mosaic of specialized agents, each

focused on particular tasks [32, 35], resulting in a cost-efficient and customizable agentic

solution. In automated penetration testing, the Meta Agent can be viewed as solving an

optimization problem, such as maximizing its utility value while adhering to budget con-

straints. By synthesizing insights from various agents, the Meta Agent can tackle complex

tasks that no single agent can manage on its own. In addition to the Meta Agent concept,

the integration of game-theoretic methods [33,43,44] and LLMs also provides a symbiotic
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framework for cybersecurity operations [34]. From the bottom up, game models provide

a strategic framework for analyzing and defining high-level goals. From the top down,

LLMs can take these strategic commands and translate them into operational tactics, al-

lowing the system to execute the desired actions effectively. This integration of strategy

and operation offers a more holistic approach to managing security operations, ensuring

that high-level decisions are carried out with precision at the tactical level.

There are still significant challenges to address in the field of security operations. One

of the primary concerns is ensuring accountability and maintaining safety in autonomous

systems. Additionally, achieving lifelong learning—where agents can continuously con-

solidate and transfer knowledge—is critical for maintaining their long-term effectiveness.

Another challenge is ensuring online adaptation in nonstationary environments, where

threats and attackers continuously evolve in real-time [29]. Overcoming these issues is

crucial for the successful development and deployment of AI-driven solutions in cyber-

security, ensuring they can respond dynamically to ever-changing security landscapes.

3.4 Smaller Language Models, More Robust

In recent years, deep learning (DL) has become pervasive across numerous applica-

tions, yet it still struggles with several challenges. As we advance, the focus is shifting

toward trustworthy language models (LMs) that are robust, smaller in size, and offer

better interpretability. These characteristics are essential to ensure that models perform

reliably in diverse and unpredictable real-world environments. When discussing robust-

ness, we refer to a system’s ability to reduce generalization error, which is how accurately

a model predicts outcomes on unseen data. This concept is also known as out-of-domain

robustness. The goal is to maintain consistent performance across different datasets while

providing statistical guarantees about the model’s reliability. Robustness can be defined

as a system’s capacity to certify, with high probability, that its performance will not de-

viate significantly when tested on data from different domains or exposed to various

types of noise. One method for quantifying robustness is through a probability frame-

work defined as (ǫ, γ)-robustness [65]: Pr(X − µ < ǫ) > 1 − (σ2/ǫ2)γ. In this model, the

robustness of a system is measured using parameters such as the human or automatic

evaluation score (X), the average score across all test sets (µ), and variance (σ2) in the

evaluation scores. A lower value of γ, the inverse robustness indicator, suggests a more

robust model, meaning its performance is more consistent across different conditions.

The goal is to ensure that the model can generalize well beyond the data it was trained

on.

To improve both robustness and efficiency, one viable approach involves data filter-

ing using Reinforcement Learning (RL) [64]. Here, the selection of data is framed as a

Markov Decision Process, with the RL agent selecting batches of data to maximize the

reward consisting of robustness, diversity, and uncertainty. This approach allows the

system to become more selective and focused in its training, avoiding unnecessary data

that might reduce performance. Key challenges include formalizing data selection as an
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optimization problem and designing reward functions that accurately reflect the desired

outcomes, such as improving robustness. A critical element of this approach is the design

of reward functions that guide the RL agent in selecting data. Important factors include

dispersion, which captures the variability of the data; data uncertainty, which accounts for

the unknown or unpredictable elements within the data; and robustness, which ensures

the model maintains its reliability across different conditions. These factors are used to

create a balanced reward system that encourages the model to filter high-quality, diverse

data that strengthens its generalization ability.

In summary, the robustness of language models involves ensuring stable performance

across varied test sets and conditions. Methods such as leave-one-out simulation can

help measure this consistency. Improving robustness does not always require larger

datasets—sometimes, selecting smaller, high-quality datasets leads to better performance.

By employing RL-driven data filtering strategies, models can achieve greater efficiency

and reliability, making them more adaptable to real-world applications while remaining

lightweight and easy to interpret.

3.5 Discussion

1) What is the cost of building an agent using GPT?

Most practitioners are not solely interested in minimizing the cost per query or re-

ducing the total number of queries. Instead, they are prioritizing optimizing the

overall strategy to achieve the best outcome within a given budget. The emphasis is

on achieving optimal results within resource constraints rather than calculating or

strictly minimizing query costs using GPT.

Current industry practices leverage substantial computational resources, with cost

considerations posing minimal constraints. However, there is increasing interest in

scaling down to smaller servers for microservices to improve resource efficiency in

future system architectures.

2) Should we use smaller, specialized agents organized in a hierarchy or one highly powerful

agent?

The optimal agent configuration depends on the specific use case. One approach

involves deploying multiple smaller agents, each restricted to a specific set of tools

or APIs; alternatively, a single, more capable agent with access to a broader range of

resources may be utilized. A dynamic strategy can also be adopted, enabling agents

to access different tools and concepts depending on the operational context. In some

scenarios, it may be more effective to dynamically generate an agent tailored to a

particular task or problem. Flexibility remains essential, with the choice between

specialized and unified agents determined by the nature of the task and the specific

user requirements.

3) What are the main challenges in building and deploying these agents?
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A major challenge identified is ensuring consistency and establishing coherent bench-

marks across diverse use cases, which is essential for maintaining reliability and

accurately measuring performance. Another key challenge lies in the clear defini-

tion of tasks and the development of appropriate evaluation platforms and met-

rics; without well-defined tasks, optimizing agent performance and comparing out-

comes becomes difficult.

An illustrative example highlights the importance of task complexity. Efforts have

been made to prioritize use cases that are relatively straightforward to analyze. For

instance, in attack detection scenarios, analyzing initial access data, such as sign-

ing logs or email data, tends to be less complex due to the limited and well-defined

data sources involved. In contrast, analyzing lateral movement within a network in-

volves integrating multiple, heterogeneous data sources and maintaining memory

context across multiple iterations, significantly increasing task complexity. Current

efforts aim to systematically define and quantify task complexity by examining fac-

tors such as data volume, data diversity, and the need for deterministic workflows.

4 Socio-Technical Aspects of LLM and Security

4.1 Human-Centric Security Training with LLMs

Cybersecurity training is undergoing a crucial transformation: instead of prescribing

static rules like spotting suspicious links or vetting email senders, the focus is shifting

toward resilience-building experiences powered by large language models. By generat-

ing personalized phishing simulations that mirror individual behaviors, psychological

triggers, language styles, and attack strategies, these systems can expose weaknesses in

response patterns and gradually escalate the complexity of threats [18, 19]. Yet detect-

ing malicious content is just the starting point—truly effective programs teach contextual

awareness, social-cue recognition, and anomaly detection in tone and timing, equipping

learners to sniff out hidden dangers in seemingly innocuous messages.

This shift also raises three major societal concerns:

• AI as Decision-Maker

Entrusting LLMs with security decisions risks diminishing human oversight, open-

ing the door to bias propagation, error amplification, and reduced situational aware-

ness.

• The Centralization Problem

Concentrating LLM training within a few entities creates systemic vulnerabilities:

biased or manipulated training data can skew user behavior and institutional re-

sponses in ethically problematic ways.

• Mono-Technology Dependency

13



Over-reliance on a single AI technology narrows defense diversity and leaves orga-

nizations exposed if models fail to generalize to new or adversarial attack vectors.

A more robust path embeds LLMs within human-in-the-loop systems, pairing AI-

driven scenarios with real-time feedback, verification checkpoints, and interpretive inter-

actions. This hybrid, socio-technical approach blends automated adaptability with critical

human judgment, forging a more resilient defense against ever-evolving threats [54].

4.2 Leveraging LLMs for Social Good and Real-Time Threat Moderation

Attention must also be paid to how LLMs can bolster social safety far beyond the

boardroom, intercepting and neutralizing harmful content in real time across public plat-

forms [61, 62]. By fusing text, image, and audio analysis [53], these systems flag every-

thing from disinformation campaigns and hate speech to manipulated media and covert

radicalization. On the text side, generative models detect linguistic patterns typical of

coordinated influence operations; image forensics uncover deepfakes or doctored visu-

als; and audio modules recognize hateful or predatory language in voice streams—an

especially vital capability for protecting children and other vulnerable populations. In

particular, three critical domains stand out:

• Hate Speech Detection [52]

Advanced LLMs can detect coded or veiled language used to bypass traditional

keyword filters. By applying reasoning capabilities and prompt engineering, these

models can infer the underlying intent, even when malicious messages are obfus-

cated.

• Election Integrity and Democratic Resilience

Here, LLM-powered tools monitor social media and online forums for emerging

narratives or bot-driven amplification efforts. By analyzing cross-modal cues—such

as matching suspicious text with manipulated “evidence” images or audio snip-

pets—these systems can alert moderators and election officials to disinformation

surges before they spread. Adaptive simulations then help train civic staff and

volunteers, exposing them to progressively sophisticated misinformation tactics so

they learn to verify sources, check metadata, and spot coordinated campaigns.

• Child Protection and Online Exploitation Prevention [40]

In this arena, real-time content scanning combines NLP, computer vision, and speech-

to-text to detect grooming language, explicit imagery, or illicit solicitations. When

a potential threat is identified—say, a user sending age-inappropriate voice mes-

sages—the system can automatically flag, quarantine, or route the content to trained

human reviewers. Ongoing feedback loops allow the model to learn new slang or

evasive tactics used by predators, continually refining its ability to shield minors

and support law-enforcement interventions.
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Embedding LLMs within socio-technical frameworks—anchored by human oversight,

continuous feedback loops, and robust ethical guardrails—shifts organizations from reac-

tive moderation to proactive defense, better shielding communities from rapidly evolving

digital threats. Such guardrails are essential components of responsible AI system design:

models must be transparent and auditable, with built-in safeguards for handling ambi-

guity. Contextual filters and value-alignment mechanisms, he argued, are indispensable

design elements to ensure AI systems uphold social norms and protect user rights.

4.3 Role-Based Learning and Operational Integration of LLMs

Operational strategies play a significant role in integrating LLMs into routine cyberse-

curity workflows, with a particular focus on industrial control systems and other critical

infrastructure sectors. A central concept is role-specific training, in which learning mate-

rials and automated assistance are dynamically adapted to individual users’ responsibil-

ities, threat exposures, and data access privileges.

Role-Specific Contextualization: Platforms such as EAGER [6], a crowd-sourced threat-

intelligence framework that feeds LLMs with real-time updates and fine-grained context,

point to promising approaches for enhancing cybersecurity applications. For instance,

a system administrator might receive concise malware-propagation briefings. Alterna-

tively, an operational technology (OT) engineer could be alerted only to SCADA-related

vulnerabilities.

By continuously aligning content with actual job functions, LLMs deliver highly rel-

evant guidance that boosts both situational awareness and on-the-job performance. Ad-

vanced Classification and Retrieval: Technical evaluations indicate that decoder-only

LLMs [11] excel at classification tasks—such as incident triage and initial threat detec-

tion—and can rival more complex architectures. Likewise, Retriever-Augmented Genera-

tion (RAG) systems [12] often outperform traditionally fine-tuned models by dynamically

querying external knowledge bases. This plug-and-play updating capability keeps mod-

els current without the need for continual retraining—an essential advantage in threat

landscapes where new vulnerabilities emerge daily.

Ethical “Jailbreak” Testing: While large language models (LLMs) demonstrate signif-

icant potential for operationalizing cyber defense strategies, securing the models them-

selves remains a critical concern. ”Jailbreak” serves as a form of ethical penetration test-

ing, which involves crafting adversarial prompts to probe model vulnerabilities, evaluate

robustness, and rehearse defenses against potential real-world exploits. This proactive

red-teaming methodology strengthens both the resilience of AI systems and the broader

organizational security posture.

4.4 Discussion

1) How do we build trust in LLM systems used in high-stakes security decisions?

Trust in large language models (LLMs) must be established through transparency

and accountability. Strategies to promote trust include the integration of human
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feedback loops, enabling users to verify or adjust LLM outputs in real time, and the

development of external auditing mechanisms, such as blockchain-based verifica-

tion systems, to create immutable records of AI decisions. Establishing clear perfor-

mance benchmarks, including metrics for false positive and false negative rates, is

also critical for maintaining stakeholder confidence.

2) What are the risks of over-relying on LLMs in socio-technical environments?

A major concern raised was mono-technology dependency. If organizations rely

solely on one LLM architecture or training corpus, they risk systemic vulnerabil-

ities. A pluralistic, layered defense—combining LLMs, human oversight, and di-

verse tools—was proposed as a more resilient path forward.

3) Can GenAI effectively detect phishing as attack strategies evolve?

Yes, but only with continuous adaptation. An agent-versus-agent approach was

identified as a promising strategy, in which generative adversarial models simulate

evolving cyberattacks while detection models adapt in parallel. Automated report-

ing and triage systems were also highlighted as essential components for enabling

scalable and effective phishing response mechanisms.

5 LLM Interpretability, Safety, and Security

5.1 Trustworthy AI: Interpretability, Robustness, and Fairness

Trustworthy AI research emphasizes three critical aspects: interpretability, robustness,

and fairness. Interpretability ensures that AI systems’ decisions can be understood by

humans, facilitating accountability and trust. Robustness focuses on the reliability of AI

models under varying conditions, including adversarial inputs. Fairness addresses the

elimination of biases, particularly in high-stakes scenarios such as criminal justice or fi-

nancial decision-making, where outcomes significantly impact individuals and commu-

nities. Together, these principles underpin the development of ethical and dependable

AI.

LLMs, characterized by their large number of parameters, encode extensive patterns

and associations derived from training data. These parameters, referred to as “weights,”

determine how the model processes tasks such as answering questions, recognizing cor-

relations, or drawing associations. Each node in an LLM represents a specific encoded

concept, though interpreting these in human-understandable terms remains a challenge.

Human language, governed by grammar, vocabulary, and context, is inherently complex.

While a vocabulary provides a foundation, it does not encompass all meanings, as in-

terpretation depends heavily on usage and contextual cues. This complexity raises the

question of whether LLMs truly reflect linguistic meanings or if their representations are

fundamentally different from human understanding.
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This research endeavor on trustworthy AI examines how concepts are encoded within

LLMs. For instance, shallow concepts, such as basic grammatical structures or vocabu-

lary, are often captured in the initial layers of the model, while deeper layers encode more

abstract relationships, such as the hierarchy of animal types. This layered structure en-

ables LLMs to process a wide range of tasks, but it also highlights the difficulty of directly

mapping their internal representations to human concepts.

Fairness in AI becomes particularly critical in high-stakes scenarios. In criminal jus-

tice, for example, models must avoid biases that could disproportionately affect certain

demographic groups. Similarly, in financial decision-making, models must provide eq-

uitable assessments of creditworthiness to prevent discriminatory practices. The simula-

tions demonstrate how contention arises in such applications, underscoring the need for

fine-tuning and robust evaluation to ensure fairness.

While LLMs have made significant advancements in processing and understanding

language, challenges remain in aligning their operations with human reasoning and ethi-

cal standards. Addressing these challenges is essential for developing AI systems that are

both effective and trustworthy [21].

5.2 AI Agent and Cybersecurity

The increasing use of AI agents in security-critical applications has introduced novel

attack surfaces [10, 66, 68]. A striking example of these vulnerabilities is the story of Flex-

coin and Poloniex, where NoSQL database flaws were exploited in conjunction with Bit-

coin systems, resulting in significant financial losses.

In the case of Flexcoin, attackers exploited a vulnerability in the exchange’s imple-

mentation of NoSQL databases to manipulate transaction records. This allowed them to

siphon Bitcoin funds unnoticed. Similarly, Poloniex suffered from a related exploit where

improper query handling led to double-spending issues. These incidents highlight how

the intersection of new technologies, such as cryptocurrency and AI, can create cascading

security risks. Then, a step-by-step analysis of an AI agent hacking scenario is presented:

• Vulnerability Discovery: An attacker identifies a flaw in the AI agent’s decision-

making or data-handling processes.

• Exploiting the Vulnerability: Once the vulnerability is identified, the attacker crafts

inputs or actions that exploit it. This could involve injecting malicious code or cor-

rupting the training data of the AI model.

• Scaling with Multi-Agent Systems: After a successful breach, attackers often use AI

themselves to distribute their efforts across multiple agents. These agents collabo-

rate to avoid detection, target multiple vulnerabilities, and escalate the attack.

The landscape of AI security is evolving rapidly, driven by both the increasing use of

AI in critical systems and the sophistication of attackers leveraging the same technology.

One prominent trend is the integration of AI into attack strategies. Cybercriminals are
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using AI to automate reconnaissance, generate exploits, and scale attacks more efficiently

than ever before. This automation allows attackers to uncover and exploit vulnerabilities

at speeds and scales that were previously unattainable. Simultaneously, AI is becoming

central to defensive strategies, with organizations employing AI to detect anomalies, pre-

dict potential threats, and respond to attacks in real time. However, this has led to an

arms race between attackers and defenders, where innovations on one side spur counter-

measures on the other. Another significant trend is the emphasis on explainability within

AI systems, ensuring that models’ decisions are interpretable and auditable. By enhanc-

ing transparency, organizations can identify potential vulnerabilities and biases before

attackers exploit them. The shift toward integrating adversarial robustness and fairness

testing during AI development highlights the importance of building security into the

system’s foundation rather than addressing it post-deployment.

Academics and industry leaders are actively addressing the challenges of securing

AI systems through innovative approaches. Practical implementations include testing

frameworks that simulate real-world attack scenarios to evaluate and improve system

resilience. By bridging theoretical insights with practical applications, these efforts aim

to ensure that AI systems remain reliable and trustworthy even in the face of evolving

threats. The ultimate goal is to create a future where AI not only enhances productiv-

ity and decision-making but also operates securely and ethically in diverse, high-stakes

environments.

5.3 AI Security in the Era of LLM: From Model to System

From a model and system perspective, AI systems introduce new security threats that

go beyond traditional cybersecurity challenges. One significant concern is the ability of

language models to inadvertently provide harmful information, such as detailed instruc-

tions on constructing dangerous items. While current losses from AI misuse are already

concerning, the potential scale of harm remains underestimated due to the variety of ways

in which language can be manipulated to elicit unintended outputs. For example, users

can subtly rephrase requests to bypass safeguards, exploiting the inherent flexibility and

ambiguity of language. Language itself, with properties like synonymy, polysemy, and

contextual interpretation, makes it challenging to preempt all harmful uses. For instance,

asking “How can I safely disassemble this device?” might be benign in one context but

malicious in another.

A particularly concerning issue is how language models may be manipulated through

“jailbreaking,” a method of exploiting their prompts to bypass safety restrictions. Jail-

breaking often involves crafting cleverly worded or obfuscated inputs that confuse the

model into providing inappropriate responses. As models grow in capability, they also

become more challenging to secure as attackers exploit these expanded functionalities.

For instance, multi-step queries that initially seem harmless can be chained together to

achieve malicious ends, posing a significant challenge for developers to design safeguards

that remain effective across diverse use cases.
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Moreover, the sheer scale of these models amplifies their potential for misuse. With

billions of parameters, models like GPT-4 encode vast amounts of information, making

it difficult to identify and isolate problematic responses during training or testing. While

language has nuanced properties, AI systems often lack the deeper contextual awareness

that humans naturally apply, leading to unintended outputs when faced with ambiguous

or adversarial inputs. These challenges highlight the need for a proactive approach to

security that combines advanced tools with human expertise.

To address these threats, advanced tools like black-box red-teaming frameworks are

being developed to rigorously test AI systems for vulnerabilities. These tools simulate di-

verse adversarial scenarios, uncovering weaknesses in model responses without requir-

ing direct access to the model’s internal structure. One notable development is Autodan-

Turbo, an automated tool that achieves high attack success rates (ASRs) across various

models by systematically probing for exploitable behaviors. Such tools provide a critical

mechanism for identifying and mitigating risks before models are deployed in the wild.

Looking to the future, the focus must shift toward developing robust defense strate-

gies that integrate seamlessly into the AI lifecycle. This includes creating models that not

only detect and block malicious prompts but also adapt dynamically to evolving threat

patterns. Additionally, interdisciplinary collaboration between AI researchers, linguists,

and security experts will be essential for designing systems that leverage a deeper un-

derstanding of language properties to anticipate and neutralize misuse. In this way, AI

systems can be made safer and more resilient while continuing to deliver their transfor-

mative benefits.

5.4 Discussion

1) How Statistics Can Bias Features and Take Effect

Statistics can introduce bias when the data used to train models is unbalanced or

incomplete. For example, if a dataset over-represents certain groups, the model

may prioritize those features, leading to biased results. This bias can be subtle and

challenging to detect, especially when it’s embedded in the feature selection or en-

gineering process, which makes it crucial to carefully assess and balance the data

used.

2) How to Deal with Agents with Different Languages?

Agents that work in multiple languages offer advantages like determinism and bet-

ter control over the system’s behavior. However, integrating different languages

presents challenges, such as maintaining linguistic nuances and handling cross-

lingual ambiguity. These challenges require careful engineering, but advances in

”new natural” systems are making multilingual agents more flexible and effective.

3) What are the Scientific-Level Challenges for LLMs?
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A major challenge for LLMs is ensuring sufficient representation of language and

knowledge across domains. Another issue is resilience—how models maintain ac-

curacy across varied conditions, such as adversarial attacks or changing environ-

ments. We currently lack platforms to measure resilience properly, and developing

methods that capture broader knowledge beyond data-centric approaches remains

an open problem.

4) What are the Key Challenges and Future Directions for System Agent Security?

In system agent security, a major concern is how agents adapt to environmental

feedback. In multi-agent systems, collaboration can introduce security risks that

must be addressed. Future research should focus on developing secure, collabo-

rative computing systems where agents can safely interact and adapt to dynamic

environments.

5) How to Teach the Current AI without a Textbook?

Traditional computer science textbooks provide clear structures for teaching, but

LLMs don’t fit within this framework. The unpredictable nature of LLMs and their

complexity make them difficult to teach using traditional methods. This gap presents

exciting challenges for educators and researchers, encouraging the development of

new approaches for understanding and applying LLMs.

6 Conclusion

Large language models (LLMs) are increasingly contributing to cybersecurity by ex-

tracting actionable insights from unstructured cyber threat intelligence (CTI) reports, with

specialized models such as SecureBERT handling domain-specific language. Neverthe-

less, challenges in reasoning and prompt design persist. In the context of 5G security,

LLMs assist in identifying vulnerabilities through automated testing, supporting both

protocol-based (top-down) and traffic-based (bottom-up) approaches. These models stream-

line test case generation, fuzzing, and penetration testing, thereby accelerating vulner-

ability detection. In security application engineering, LLMs support the development

of secure software, with pilot programs training students to apply LLMs to tasks such

as code summarization and vulnerability discovery, emphasizing creativity and critical

thinking. Although LLMs offer considerable potential, their deployment requires cau-

tious implementation and sustained human oversight.

LLM-powered agents are also transforming business and cybersecurity operations

by automating tasks such as incident analysis and data extraction. Techniques, includ-

ing Retrieval-Augmented Generation (RAG) and agentic LLM frameworks, enhance AI’s

ability to handle complex queries and support decision-making processes. Cross-domain

learning enables LLMs to generalize across cybersecurity tasks; however, challenges such

as factual inaccuracies and hallucinations remain. Compared to conventional deep learn-

ing models, LLMs offer improved reasoning capabilities but still necessitate human val-
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idation. Autonomous agents leveraging Purple Teaming and meta-agent frameworks

streamline security operations, with smaller, robust language models increasing relia-

bility and efficiency through reinforcement learning-based data filtering. These devel-

opments support the creation of more adaptable, efficient, and trustworthy AI-driven

cybersecurity systems.

LLMs are further reshaping cybersecurity practices through adaptive training and

real-time threat detection. A shift from traditional awareness programs to resilience-

focused training is underway, employing LLMs to simulate personalized phishing attacks

based on individual user behavior. Hybrid systems that combine AI capabilities with hu-

man feedback are increasingly necessary to mitigate risks such as algorithmic bias and

overreliance on automated technologies. In the realm of social safety, LLMs contribute

to content moderation by detecting hate speech and promoting child safety in online en-

vironments. The ethical design of AI systems—ensuring transparency, accountability,

and alignment with societal values—is critical. Operational cybersecurity applications

increasingly incorporate role-specific training, real-time threat update frameworks such

as EAGER, and enhanced retrieval strategies like RAG. Proactive testing methodologies,

including controlled ”jailbreak” exercises, are recognized as essential for assessing model

robustness and ensuring operational reliability.

Trustworthy AI in cybersecurity emphasizes interpretability, robustness, and fairness

to guarantee that AI systems are understandable, reliable, and unbiased, particularly in

sensitive domains such as criminal justice and finance. Despite advancements, LLMs with

complex architectures continue to face challenges in aligning outputs with human under-

standing and ethical standards. Emerging vulnerabilities associated with AI agents—

exemplified by incidents such as the Flexcoin and Poloniex breaches—highlight the dual

role of AI in both cyberattacks and defense mechanisms. Addressing threats such as jail-

break attacks, where subtle input manipulations circumvent model safeguards, remains

a priority. Given the scale and flexibility of LLMs, security hardening is increasingly

complex; however, methodologies such as black-box red-teaming are proving effective

in vulnerability discovery. Future AI systems must integrate dynamic defense strategies

and foster collaboration between technical and domain experts to achieve resilient and

secure operations.
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W.-t. Yih, T. Rocktäschel, et al. Retrieval-augmented generation for knowledge-

intensive nlp tasks. Advances in neural information processing systems, 33:9459–9474,

2020.

[25] T. Li, Z. Bian, H. Lei, F. Zuo, Y.-T. Yang, Q. Zhu, Z. Li, and K. Özbay. Multi-level
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[38] R. Meng, M. Mirchev, M. Böhme, and A. Roychoudhury. Large language model

guided protocol fuzzing. In Proceedings of the 31st Annual Network and Distributed

System Security Symposium (NDSS), volume 2024, 2024.

[39] B. Min, H. Ross, E. Sulem, A. P. B. Veyseh, T. H. Nguyen, O. Sainz, E. Agirre, I. Heintz,

and D. Roth. Recent advances in natural language processing via large pre-trained

language models: A survey. ACM Comput. Surv., 56(2), sep 2023.

[40] J. Mu, D. Cong, H. Qin, I. Ajay, K. Guo, N. Vishwamitra, and H. Hu. Detecting

cyberbullying in visual content: A large vision-language model approach. In 2024

International Conference on Machine Learning and Applications (ICMLA), pages 1663–

1668, 2024.

25

https://arxiv.org/pdf/2410.17431
https://arxiv.org/pdf/2403.10570


[41] Y. Nong, H. Yang, L. Cheng, H. Hu, and H. Cai. Automated software vulnerability

patching using large language models. arXiv preprint arXiv:2408.13597, 2024.

[42] Y. Pan, T. Li, H. Li, T. Xu, Q. Zhu, and Z. Zheng. A first order

meta stackelberg method for robust federated learning. In The Second Work-

shop on New Frontiers in Adversarial Machine Learning, the Fortieth Interna-

tional Conference on Machine Learning, 23–29 Jul 2023. [Online] Available at

https://openreview.net/forum?id=sHH1KSlPcj.

[43] Y. Pan, G. Peng, J. Chen, and Q. Zhu. Masage: Model-agnostic sequential and adap-

tive game estimation.

[44] Y. Pan and Q. Zhu. Efficient episodic learning of nonstationary and unknown zero-

sum games using expert game ensembles. In 2021 60th IEEE Conference on Decision

and Control (CDC), pages 1669–1676. IEEE, 2021.

[45] F. Perrina, F. Marchiori, M. Conti, and N. V. Verde. Agir: Automating cy-

ber threat intelligence reporting with natural language generation. arXiv preprint

arXiv:2310.02655, 2023.

[46] T. T. Procko and O. Ochoa. Graph retrieval-augmented generation for large lan-

guage models: A survey. In 2024 Conference on AI, Science, Engineering, and Technology

(AIxSET), pages 166–169. IEEE, 2024.

[47] P. Ranade, A. Piplai, A. Joshi, and T. Finin. Cybert: Contextualized embeddings for

the cybersecurity domain. In 2021 IEEE International Conference on Big Data (Big Data),

pages 3334–3342, 2021.

[48] P. Ranade, A. Piplai, S. Mittal, A. Joshi, and T. Finin. Generating fake cyber threat

intelligence using transformer-based models. In 2021 International Joint Conference on

Neural Networks (IJCNN), pages 1–9, 2021.

[49] F. Setianto, E. Tsani, F. Sadiq, G. Domalis, D. Tsakalidis, and P. Kostakos. Gpt-2c:

A parser for honeypot logs using large pre-trained language models. In Proceedings

of the 2021 IEEE/ACM International Conference on Advances in Social Networks Analysis

and Mining, ASONAM ’21, page 649–653, New York, NY, USA, 2022. Association for

Computing Machinery.

[50] A. Singhal and P. Liu. Advanced persistent threats. In Encyclopedia of Cryptography,

Security and Privacy, pages 1–3. Springer, 2023.

[51] P. Tseng, Z. Yeh, X. Dai, and P. Liu. Using llms to automate threat intelligence analysis

workflows in security operation centers. arXiv preprint arXiv:2407.13093, 2024.

26

https://openreview.net/forum?id=sHH1KSlPcj


[52] N. Vishwamitra, K. Guo, S. Liao, J. Mu, Z. Ma, L. Cheng, Z. Zhao, and H. Hu. Un-

derstanding and analyzing covid-19-related online hate propagation through hateful

memes shared on twitter. In Proceedings of the 2023 IEEE/ACM International Confer-

ence on Advances in Social Networks Analysis and Mining, ASONAM ’23, page 103–107,

New York, NY, USA, 2024. Association for Computing Machinery.

[53] N. Vishwamitra, H. Hu, Z. Zhao, L. Cheng, and F. Luo. Understanding and measur-

ing robustness of multimodal learning, 2021.

[54] A. Vishwanath. The weakest link: How to diagnose, detect, and defend users from phishing.

MIT Press, 2022.

[55] H. Wang, Z. Wang, and P. Liu. A hybrid llm workflow can help identify user privi-

lege related variables in programs of any size. arXiv preprint arXiv:2403.15723, 2024.

[56] N. Wang, X. Wen, D. Zhang, X. Zhao, J. Ma, M. Luo, S. Nie, S. Wu, and J. Liu. Tbde-

tector: Transformer-based detector for advanced persistent threats with provenance

graph. arXiv preprint arXiv:2304.02838, 2023.

[57] Z. Wang, L. Zhang, C. Cao, and P. Liu. The effectiveness of large language mod-

els (chatgpt and codebert) for security-oriented code analysis. Available at SSRN,

4567887, 2023.

[58] J. Wei, Y. Tay, R. Bommasani, C. Raffel, B. Zoph, S. Borgeaud, D. Yogatama,

M. Bosma, D. Zhou, D. Metzler, E. H. Chi, T. Hashimoto, O. Vinyals, P. Liang, J. Dean,

and W. Fedus. Emergent abilities of large language models. Transactions on Machine

Learning Research, 2022. Survey Certification.

[59] Z. Wu, H. Zhang, P. Wang, and Z. Sun. Rtids: A robust transformer-based approach

for intrusion detection system. IEEE Access, 10:64375–64387, 2022.

[60] X. Xie, T. Li, and Q. Zhu. Learning from response not prefer-

ence: A Stackelberg approach for LLM detoxification using non-parallel

data. arXiv preprint arXiv:2410.20298, 2024. [Online] Available at

https://arxiv.org/pdf/2410.20298.

[61] Y.-T. Yang, T. Li, and Q. Zhu. Designing policies for truth: Combating misinforma-

tion with transparency and information design. In 2023 21st International Symposium

on Modeling and Optimization in Mobile, Ad Hoc, and Wireless Networks (WiOpt), pages

127–134, 2023.

[62] Y.-T. Yang, T. Li, and Q. Zhu. Transparent tagging for strategic social nudges on user-

generated misinformation. arXiv preprint arXiv:2411.00825, 2024. [Online] Available

at https://arxiv.org/pdf/2411.00825.

27

https://arxiv.org/pdf/2410.20298
https://arxiv.org/pdf/2411.00825


[63] M. Yin, T. Li, H. Lei, Y. Hu, S. Rangan, and Q. Zhu. Zero-shot wireless indoor navi-

gation through physics-informed reinforcement learning. In 2024 IEEE International

Conference on Robotics and Automation (ICRA), pages 5111–5118, 2024.

[64] Y. Yu, A. R. Khan, S. Khadivi, and J. Xu. Probabilistic robustness for data filtering. In

A. Vlachos and I. Augenstein, editors, Proceedings of the 17th Conference of the European

Chapter of the Association for Computational Linguistics, pages 2950–2959, Dubrovnik,

Croatia, May 2023. Association for Computational Linguistics.

[65] Y. Yu, A. R. Khan, and J. Xu. Measuring robustness for NLP. In N. Calzolari, C.-R.

Huang, H. Kim, J. Pustejovsky, L. Wanner, K.-S. Choi, P.-M. Ryu, H.-H. Chen, L. Do-

natelli, H. Ji, S. Kurohashi, P. Paggio, N. Xue, S. Kim, Y. Hahm, Z. He, T. K. Lee,

E. Santus, F. Bond, and S.-H. Na, editors, Proceedings of the 29th International Con-

ference on Computational Linguistics, pages 3908–3916, Gyeongju, Republic of Korea,

Oct. 2022. International Committee on Computational Linguistics.

[66] Q. Zhan, R. Fang, H. S. Panchal, and D. Kang. Adaptive attacks break de-

fenses against indirect prompt injection attacks on llm agents. arXiv preprint

arXiv:2503.00061, 2025.

[67] L. Zhang, C. Cao, Z. Wang, and P. Liu. Which features are learned by codebert: An

empirical study of the bert-based source code representation learning, 2023.

[68] Y. Zhu, A. Kellermann, A. Gupta, P. Li, R. Fang, R. Bindu, and D. Kang. Teams of llm

agents can exploit zero-day vulnerabilities, 2025.

Appendices

A Workshop Organization

Dr. Quanyan Zhu, Associate Professor in the Department of Electrical and Computer

Engineering at New York University, organized this workshop on October 2-3, 2024.

The workshop gathered a distinguished cohort of leading and active researchers from

academia, government, and industry. A notable aspect of this event was its keen empha-

sis on fostering local student involvement, providing a platform for the next generation

of cybersecurity enthusiasts to engage with seasoned experts. Tao Li, a PhD candidate,

co-organized the workshop and led a student task force responsible for its logistics. The

organizing team gratefully acknowledges the support from the NSF Division of Com-

puter and Network Systems and the program director, Dr. Xiaogang (Cliff) Wang.

The workshop was hosted at 370 Jay Street, Brooklyn, NY. More information is avail-

able at the workshop homepage: https://nyu-larx.github.io/nsf-llm4security/.
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The detailed agenda is as follows.

Oct. 2 Event

08:30 - 09:00 Arrival and Breakfast

09:00 - 09:10 Opening Remarks

09:10 - 11:00 Session 1 - LLM Applications in Network Security

Presenters and Panelists: Ehab Al-Shaer, Hongxin Hu, Wu-chang Feng

Facilitator: Junaid Farooq

Scribe: Tao Li

11:00 - 11:30 Discussions

11:30 - 12:30 Lunch

12:30 - 14:20 Session 2: LLM Agent and Applications

Presenters and Panelists: Roberto Rodriguez, Peng Liu, Tao Li, Jia Xu

Facilitator: Quanyan Zhu

Scribe: Lucile Yang

14:20 - 15:00 Discussions

15:00 - 15:30 Break

15:30 - 17:00 Session 3: Socio-Technical Aspects of LLM and Security

Presenters and Panelists: Arun Vishwanath, Hongxin Hu, Shanchieh Jay

Yang

Facilitator: Juntao Chen

Scribe: Yunian Pan

17:00 - 17:30 Discussions

Oct. 3 Event

08:30 - 09:00 Arrival and Breakfast

09:00 - 09:30 Day 2 Opening and Day 1 Summary

09:30 - 11:00 Session 4: LLM Interpretability, Safety, and Security

Presenters and Panelists: Jia Xu, Daniel Kang, Chaowei Xiao

Facilitator: Tao Li

Scribe: Yuhan Yang

11:00 - 11:30 Discussions

11:30 - 12:00 NSF Remarks

12:00 Lunch Time
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