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Abstract
Despite differential privacy (DP) often being considered

the de facto standard for data privacy, its realization is vul-
nerable to unfaithful execution of its mechanisms by servers,
especially in distributed settings. Specifically, servers may
sample noise from incorrect distributions or generate corre-
lated noise while appearing to follow established protocols.
This work analyzes these malicious behaviors in a general dif-
ferential privacy framework within a distributed client-server-
verifier setup. To address these adversarial problems, we pro-
pose a novel definition called Verifiable Distributed Differen-
tial Privacy (VDDP) by incorporating additional verification
mechanisms. We also explore the relationship between zero-
knowledge proofs (ZKP) and DP, demonstrating that while
ZKPs are sufficient for achieving DP under verifiability re-
quirements, they are not necessary. Furthermore, we develop
two novel and efficient mechanisms that satisfy VDDP: (1) the
Verifiable Distributed Discrete Laplacian Mechanism (VD-
DLM), which offers up to a 4×105x improvement in proof
generation efficiency with only 0.1-0.2x error compared to
the previous state-of-the-art verifiable differentially private
mechanism; (2) an improved solution to Verifiable Random-
ized Response (VRR) under local DP, a special case of VDDP,
achieving up a reduction of up to 5000x in communication
costs and the verifier’s overhead.

1 Introduction

In today’s data-driven world, vast amounts of information
are collected and analyzed to drive decision-making across
various sectors, including healthcare, finance, and marketing.
However, privacy and efficiency concerns often make it in-
feasible to collect and analyze such vast amounts of data in a
centralized manner. Therefore, the concept of distributed data
analysis [19, 30, 39] has emerged as a viable solution. In this
approach, data is shared secretly and processed across multi-
ple nodes, which can enhance privacy by reducing sensitive
information exposure and improve efficiency by leveraging
the computational resources of several nodes.

With differential privacy (DP) [37, 38] established as the
de facto standard for data privacy, the distributed data anal-
ysis mechanisms have also benefited from an additional
layer of privacy guarantee provided by DP, thus giving
rise to distributed differential privacy [28, 35, 69, 92]. This
approach includes various implementations such as multi-
party computations (MPCs) of differential privacy schemes
[17,18,34,44,51,53] and differentially private federated learn-
ing (FL) schemes [43, 66, 78, 93]. These methods ensure that
individual data points remain private while still allowing for
accurate and efficient data analysis across distributed systems.

While enjoying the privacy guarantee provided by DP, most
distributed DP mechanisms assume that the servers perform-
ing the randomized computations involved in the protocols
are semi-honest. That is, all servers strictly adhere to the pre-
scribed protocol and only passively attempt to learn additional
information about the database. However, malicious servers
can deviate from the DP mechanism during execution, poten-
tially in a collusive manner, which can further compromise the
privacy guarantees. This type of deviation is elusive, since at-
tackers can attribute any anomalous results to this randomness.
Under the assumption that a certain portion of servers are hon-
est, malicious-secure MPC protocols have been designed to
resist such attacks [4, 24, 36, 91]. However, to convince an
external party (e.g., a data analyst) receiving the result of its
authenticity, the assumption has to be lifted, and the honesty
of the servers still needs to be verified. This type of verifica-
tion is particularly difficult because the privacy requirements
forbid a thorough examination of the execution.

Several previous studies have explored the verifiable ex-
ecution of DP mechanisms, including the randomized re-
sponse [61] and continuous (floating point) Gaussian mecha-
nism [84]. Moreover, the verifiable distributed binomial mech-
anism (VDBM) [14] among multiple clients and servers has
also been developed. These studies utilize zero-knowledge
proofs (ZKP) [11, 42, 49, 50, 85], from which the verifiability
and privacy protections are inherited. However, there remains
a need for verifiable DP mechanisms with lower overhead,
thereby enhancing scalability and practicality, while achiev-
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ing better utility and privacy trade-offs. For example, the total
execution time of the binomial mechanism exceeds 30 min-
utes to achieve

(
10−3,10−10

)
-DP on a single-dimensional

input, while it is unclear whether the application of discrete
cryptographic primitives may exacerbate the numerical issues
of the continuous Gaussian mechanisms [54, 71].

Furthermore, there lacks a formal framework for verifiable
differential privacy, especially under the distributed setting
with multiple clients and servers. Directly transplanting the
notions of ZKPs, which typically operate over deterministic
arithmetic circuits, fails to capture the correctness over the DP
mechanisms with inherent randomness. The ZKP protocols,
typically between a single prover and a single verifier, do not
capture the interactions among multiple clients holding the
data and servers executing the computations. For example,
multiple servers may correlate their randomness to bias the
output distribution, while their marginal distributions remain
correct. Though pioneering infrastructural cryptographic de-
velopments have extended ZKPs to the distributed setup (e.g.,
MPCs) [7,59,76], the notion of distributed DP with respect to
each client’s local database with the additional requirement
of verifiability remains unclear.

To address these challenges, we present Verifiable Dis-
tributed Differential Privacy (VDDP). Our contributions
can be summarized as follows:
• We rigorously define verifiable differential privacy under

the distributed client-server-verifier setup, capturing the po-
tential for collusive deviations from the protocol by clients
and servers, as well as all privacy leakages from one client
to colluding clients, servers, and the verifier. (Section 3)

• We explore the relationship between ZKP and DP. While
ZKPs are provably sufficient for achieving DP, we construct
a concrete counterexample showing that they are not neces-
sary for achieving verifiable DP. (Section 3.4.2)

• We develop the Verifiable Distributed Discrete Laplacian
Mechanism (VDDLM). Compared with VDBM, VDDLM is
up to 4×105x faster in proof generation with only 0.1-0.2x
error under the same privacy costs. (Section 4)

• We propose an improved solution to Verifiable Randomized
Response (VRR) under local DP, with asymptotically and
empirically improved overhead, achieving up to a 5000x
improvement in communication cost and verifier’s overhead
as a special case of VDDP. (Section 5)

2 Preliminaries

In this study, we assume that all parties involved, including
clients, servers, verifiers, as well as generic adversaries, are
probabilistic polynomial time (PPT). We also assume that
the number of clients and servers and the size of each lo-
cal database are polynomial in the security parameter λ. We
use negl(λ) to denote the set of functions {µ(λ)} such that
limλ→+∞ p(λ)µ(λ) = 0 for any polynomial p. We use F to
represent a prime order finite field and G to represent a mul-

tiplicative group isomorphic to the addition in F, where the
Diffie-Hellman assumption holds and g,h are two generators
of G. A list of integer values from 0 to n−1 is denoted by [n].
We denote vectors with an arrow on top, such as

−→
Ser for the set

of all servers and
−→
Cli for the set of clients. We summarize the

rest of the notations used in this study in Table 6 of Appendix
A and present the necessary notions and primitives next.

2.1 Differential Privacy (DP)
We first present the standard definition that focuses on the
scenario of central DP, where a server collects the database
from multiple clients and executes the DP mechanism, and
transmits its output to a data analyst.

Definition 2.1 (Differential Privacy [38]). A mechanism M :
D → Y , where D is the space of possible input databases
and Y is the space of possible outputs, is (ε,δ)-differentially
private if for any pair of neighbouring (different in one record)
databases D and D′ and any measurable subset S⊆ Y ,

Pr [M (D) ∈ S]≤ eε Pr
[
M
(
D′
)
∈ S
]
+δ. (1)

M achieves ε-pure differential privacy when δ = 0.

In local DP [37, 41] (see Appendix A.1 for the definition),
each client runs a DP perturbation on their own record before
directly submitting it to the data analyst.

Due to the application of cryptographic primitives in this
study, we consider computational differential privacy (CDP).

Definition 2.2 (Computational Differential Privacy [8, 72]).
A mechanism M : D→ Y , where D is the space of possible
input databases and Y is the space of possible outputs, is
(ε,δ)-differentially private if for each PPT adversary A , there
exists a function µ(λ) ∈ negl(λ) such that for any pair of
neighbouring databases D and D′,

Pr [1← A (M (D))]≤ eε Pr
[
1← A

(
M
(
D′
))]

+δ+µ(λ).

Note that the original definition of CDP [72] considers the
case where ε = ε(λ) is a function of the security parameter λ,
and δ = 0, which aligns with pure DP. However, later works
have extended the definition to δ being a non-negligible func-
tion δ(λ) /∈ negl(λ) [9, 14, 40, 70]. In this study, it suffices to
consider the special case with constant (ε,δ).
Discrete Laplacian Mechanism. Due to the numerical issues
of continuous DP mechanisms (e.g., Laplacian mechanism
and Gaussian mechanism) [54, 71], their discrete versions
have been developed to prevent unintentional privacy leak-
age from floating-point arithmetic. Hence, we focus on the
discrete DP mechanisms in our study due to the application
of cryptographic primitives. The discrete Laplacian mecha-
nism [6, 48] involves perturbing the result with additive dis-
crete Laplacian noise LapZ(t), where for any r ∈ Z,

Pr [r← LapZ(t)] =
e

1
t −1

e
1
t +1

· exp
(
−|r|

t

)
. (2)
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For any query q : D → Z with sensitivity ∆ (i.e.,
|q(D)−q(D′)| ≤ ∆ for any pair of neighbouring databases
D and D′), perturbing the output q(D) by the additive noise of
LapZ

(
∆

ε

)
achieves (ε,0)-DP. For a multi-dimensional query,

adding i.i.d. discrete Laplacian samples to each dimension of
the output achieves the same DP guarantee when L1 distance
in the output spaces are used to define the sensitivity [38].
Randomized Response (RR). K-ary randomized response
mechanism [56, 58, 86–89] is an important local DP mecha-
nism, where each client randomizes its input x∈ [K] to k ∈ [K]
with the following probability

Pr [M (x) = k] = p(k−x) mod K , (3)

where ∑k∈[K] pk = 1. This mechanism achieves ε-pure DP
where ε = log p0

minK−1
k=1 pk

. It is common to set p0 > p1 = p2 =

· · ·= pK−1 for achieving DP and optimal utility.

2.2 Cryptographic Primitives
To facilitate the applications of the cryptographic primitives,
all variables and their arithmetic relations are mapped to a fi-
nite field F. Specifically, a d-dimensional v∈Fd is encoded as
a degree-(d−1) polynomial F through the number-theoretic
transform (NTT), where for a multiplicative subgroup Ω of
F with |Ω| = d and generator ω, F(ωi) = vi for i ∈ [d]. We
utilize the following cryptographic primitives over F:
Pseudo-random Number Generator (PRNG). To verify
large amounts of random values under high dimensionality,
we use pseudo-random number generators (PRNGs) to facili-
tate the process and reduce communication overhead between
the prover and verifier. For efficiency, we use the Legendre
Pseudo-random Function (LPRF) [12,13,32,68] with parallel
PRNG construction [81] to generate fair coins, as applied in
previous MPC and ZKP schemes for machine learning and
data management [25, 52]. Given random seed s←$ F and
dimensionality d,

LPRF(s;d) := (Ls (0) ,Ls (1) , . . . ,Ls (d−1)) (4)

where Ls(k) is 1 if there exists x such that x2 = k+ s, and 0
otherwise. The correctness of Ls(k) can be verified by pre-
computing a non-perfect-square t of F, and then computing

x :=
{ √

t(k+ s) if b = 0√
k+ s if b = 1

so it suffices to verify the cor-

rectness of the square relation and that b is either 0 or 1, i.e.,

x2 = ((1−b)t +b)(k+ s)∧b(1−b) = 0. (5)

Zero-knowledge Proofs (ZKP). A zero-knowledge proof
(ZKP) [11, 42, 49, 50, 85] is a potentially interactive protocol

Π := (P(w,x,y)↔ V (x,y)) (6)

where a possibly malicious prover P demonstrates to a semi-
honest verifier V (both parties are PPT) that a statement in the

form of y =C(w||x) is true, where C is a deterministic arith-
metic circuit, the output y and part of the input x are known
to both parties, while the other part of the input w is known
only to the prover. Note that Equation (6) represents the exact
protocol that an honest prover adheres to. Meanwhile, for a
generic and possibly malicious prover P, we represent the
execution of Π as P↔ V(x,y), V(P,x,y), or Π(P,x,y). For a
valid ZKP scheme with security parameter λ ∈ N, it satisfies
the following properties for any x,y:
• (Completeness) For any w such that y =C(w||x), V outputs

1 (i.e., acceptance) at the end of the execution of Π.
• (Soundness) If there does not exist w such that y =C(w||x),

for any PPT prover P, Pr [V (P,x,y) = 1]≤ negl(λ).
• (Zero-knowledge) There exists a PPT simulator Sim such

that for any w such that y =C(w||x), Sim(x,y) is computa-
tionally indistinguishable from the view of V in Π.
However, in our context, merely preventing the non-

existence of w is insufficient, as it does not stop the prover
from biasing the output distribution. Therefore, we require
knowledge soundness:
• (Knowledge Soundness) There exists a PPT extractor Ext

with rewinding access to the provers that can extract a valid
w from accepted provers with negligible soundness error,
specifically,

Pr
[

y =C(w||x) :
w← Ext(P,x,y)

]
≥ Pr [V(P,x,y) = 1]−negl(λ).

In this study, we utilize Pedersen commitment [77]
for scalars and KZG commitment scheme [60] for multi-
dimensional entities encoded as polynomials. These com-
mitment schemes operate over F and G, and achieves com-
putational binding and hiding. Coupled with the interactive
oracle proofs (IOPs) [5, 16, 26, 45, 65] that maintain com-
pleteness, soundness, and zero-knowledge, we construct the
proofs for the arithmetic circuits C. The circuit C captures the
correct execution of LPRF as in Equation (5), as well as the
transformation from the uniformly random bits to the final
output with desired distributions.
Secret Sharing. A secret sharing scheme [15,83] is a method
by which a secret x is divided into n shares

(JxKi)i∈[n]←$ SecretShare(x) (7)

such that the secret can be reconstructed only when a suffi-
cient number of shares are combined. Specifically, a threshold
t is set, and any t or more shares can be used to recover the
secret via RecSec(·), while fewer than t shares reveal no in-
formation about the secret. In this study, we utilize additive
secret sharing (where t = n) to instantiate the new protocols.

3 Privacy Definition

In this section, we describe the problem setup as a distributed
mechanism among the clients, servers, and a data analyst (ver-
ifier), and identify the challenges for making the mechanism
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verifiable to the data analyst. Then, we describe our solution
framework to tackle the challenges with formal security and
privacy guarantees.

3.1 Problem Setup

Client-server-verifier Setup. The setup considered in this
study involves nCli≥ 1 potentially malicious clients, nSer ≥ 1
potentially malicious servers, and a semi-honest data an-
alyst (who also acts as a verifier). We represent them as−→
Cli = (Cli j) j∈[nCli],

−→
Ser = (Seri)i∈[nSer], and V respectively.

Each Cli j possesses a local database D j with the same schema,
and makes secret-shares of D j to a subset of the servers in-
dexed by I j. Correspondingly, each server Seri aggregates the
secret shares from the clients indexed by Ji :=

{
j : i ∈ I j

}
, the

set of clients who secret-share their data to Seri, executes the
mechanism, and submits the result to V. V verifies the validity
of the results received, which reduces to 1) the validity of
the D js possessed by the clients and 2) the correctness of the
computations performed by the servers.

Note that central DP and local DP can also be treated as
special cases of the client-server-verifier setup: for central DP,
nSer = 1 and I j = {0} for each j; for local DP, nSer = nCli and
I j = { j} for each j. The secret sharing schemes are trivial
in both cases. Meanwhile, for generic secret-sharing based
distributed DP mechanisms where each client secret-shares
to all servers [17, 18, 51, 53], i.e., I j = [nSer] for each j and
Ji = [nCli] for each i. Therefore, to unify these three common
cases, we assume that for any pair of clients Cli j and Cli j′ ,
either I j = I j′ or I j ∩ I j′ = /0. By elementary combinatorics,
it also holds that for any pair of servers Seri and Seri′ , either
Ji = Ji′ or Ji∩Ji′ = /0. Therefore, for any set of servers I, where
all have received secret shares from the same set of clients,
we use JI to denote their shared set of clients.

We first temporarily assume that all clients and servers are
semi-honest except that they may withdraw from the protocol
prematurely. Under this temporary assumption, the verifiabil-
ity requirement is not necessary. We then formalize the other
components of such a distributed protocol:
•
(
JD jKi

)
i∈I j
←$ SecretShare(D j): Each Cli j makes secret

shares and sends them to the servers;
• JDKi←AggrShare

(
JD jKi : j ∈ J∗∩ Ji

)
: Only a subset J∗⊆

[nCli] of clients remain in the protocol, and each server ag-
gregates the secret shares from them.

• JyKi←$ F (JDKi): Each Seri performs a prescribed secret-
shared and randomized computation (the server function)
F and computes the output JyKi.

• (I,J) ← IdUsable(I∗,J∗) ,y ← Aggr (JyKi : i ∈ I): Due to
the withdrawal of the clients and servers, the final output can
only be computed with respect to the input databases from
a subset of clients J ⊆ J∗, using the secret-shared outputs
from only a subset of clients I ⊆ I∗. V identifies I and
J with IdUsable and aggregates the secret-shared outputs

ℭ 

Cli0 Cli1 Cli2

Ser0 Ser1

𝐼0 = 0,1,2
𝐻0 = {0,1}

Ser2 Ser3

𝐷0, 𝑟0

com0

Π data V

st

Figure 1: Problem setup of DDP and VDDP (nCli = 3,nSer =
4) when targeting Cli0’s data. All parties except Cli0 and H0
form a collusion C and collectively keep an internal state st.
All transmissions leaving the green region (solid lines) are
honestly computed but may cause information leakage and
enable C to update its internal state. The additional leakages
under VDDP (commitments and proofs) are highlighted in
blue. The transmissions from C to the honest parties (dashed
lines) may be forged. The transmissions within C (dotted
lines) may or may not occur due to the internal arrangements
of C and are invisible to the honest parties.

using Aggr. We require that, for (I,J)← IdUsable(I∗,J∗),
the equivalent input database to the protocol can be fully
recovered directly as DCli←AggrDB(D j : j ∈ J). AggrDB
can be instantiated as concatenation for generic databases,
or summation when D j are the local histograms for counting
queries. Meanwhile, we also require that the same database
can be recovered from the servers’ aggregated secret-shares
as DSer← RecDB(JDKi : i ∈ I), such that DCli = DSer.

Defining Distributed DP. Due to the distributed nature, the
notion of DP in such a protocol can only be defined on a
per-client basis, by considering a pair of neighboring local
databases D j and D′j for each client Cli j. Moreover, if all
servers that process D j were colluding, achieving any degree
of DP would be impossible, as D j can be fully recovered
due to the secret-sharing scheme. Therefore, DP can only be
achieved for the clients when the number of servers that are
not fully honest is bounded. Denoting all fully honest servers
in I j as H j, we treat all other clients than Cli j, all servers other
than H j, as well as V collectively as a collusion C.

Example 3.1. Figure 1 illustrates the setup with 3 clients
and 4 servers. Cli0 sends its secret shares to three servers,
Ser0, Ser1, and Ser2. The largest colluding gang C interested
in learning Cli0’s data includes Cli1, Cli2, Ser2, Ser3, as well
as V. Adding Ser0 or Ser1 to C will enable them to recover
the true data of Cli0 as C would receive all secret shares from
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Cli0. In this case, C receives JD0K2 from Cli0, and JyK0 and
JyK1 from Ser0 and Ser1, respectively.

The outputs of the server function do not solely depend on
D j itself, but also the secret shares Sout that Cli j transmits to
C, the secret shares Sin transmitted back to H j, and the subset
of clients J∗. Therefore, instead of treating the outputs of F
as a single DP mechanism, we define it as a DP mechanism
that is post-processed by Sout, Sin, and J∗.

Definition 3.2. A server function F satisfies (τ,ε,δ)-
distributed differential privacy (DDP) if there exists an (ε,δ)-
computational DP mechanism M and a PPT function S such
that for any Cli j and any subset of honest servers H j ⊂ I j such
that

∣∣H j
∣∣≥ ∣∣I j

∣∣− τ,

ViewC
F (D j,Sout,Sin,J∗)≡S(M (D j),Sout,Sin,J∗) , (8)

where Sout =
(
JD jKi

)
i∈I j\H j

are the secret shares from Cli j

to the servers not in H j, Sin =
(q

D j′
y

i

)
i∈H j , j′∈IHj \{ j} are the

secret shares from the other clients to H j, and J∗ ⊆ JH j (where
j ∈ J∗) is the subset of the clients that remain in the proto-
col. ViewC

F is the view of the adversaries C (consisting of all
clients except Cli j, all servers except H j, and V) on the out-
put of F . With PartialShare(D j,Sout) being the conditional
distribution of

(
JD jKi

)
i∈H j

given Sout, the view is:

ViewC
F (D j,Sout,Sin,J∗)

1 :
(q

D j
y

i

)
i∈H j
←$ PartialShare

(
D j,Sout

)
2 : foreach i ∈ H j do
3 : JyKi←$ F

(
AggrShare

(q
D j′

y
i : j′ ∈ J∗∩ JH j

))
4 : endfor
5 : return Y := (JyKi)i∈H j

Note that the additional privacy parameter τ is highly re-
lated to the secret sharing scheme’s threshold t for recover-
ing the secret. Specifically, τ ≤ t− 1, since more than t− 1
colluding servers can perfectly recover the secret-shared D j.
Therefore, in the concrete designs of the protocols, we aim to
achieve τ = t−1 to maximize the tolerance against colluding
servers. Also, we employ the notion of computational DP to
accommodate the application of PRNGs.

3.2 Towards Verifiability: Challenges

We further remove the semi-honest assumption on the
clients and servers, and therefore consider the additional re-
quirement for V to verify the output correctness. We identify
several challenges in fulfilling this requirement:
Challenge 1: The server function F is vulnerable to attacks
by malicious servers. Specifically, any malicious server Seri

may deviate from the correct distribution of F (·) when com-
puting the output, and multiple malicious servers may corre-
late their sampling processes to further bias the distribution of
the final output. However, randomized computations are not
directly supported by existing proof systems [85] that operate
over deterministic arithmetic circuits.
Challenge 2: As argued by Biswas and Cormode in 2023
[14], the verifier needs to distinguish between honest and dis-
honest clients and servers in the client-server-verifier model.
On the one hand, the databases and computation results from
dishonest clients and servers need to be removed so as not
to affect the quality of the result received by the verifier. On
the other hand, to achieve better utility of the protocol, upon
discovering any dishonest parties, the protocol may continue
such that the verifier can still receive meaningful and cor-
rect results from the honest parties. Therefore, unlike MPC
protocols for DP mechanisms [17, 18, 24, 36, 91], the ideal
functionality is not well-defined due to the varying input to
the protocol as a result of the execution. Instead, the protocol
design must properly capture the interference among 1) the
honesty of each client and server, 2) whether each of them is
accepted, and 3) the output of the protocol.
Challenge 3: Unlike conventional secure computations of
DP mechanisms [17, 18, 24, 36, 91], despite the inherited pri-
vacy guarantees on the protocol output, the proof of the correct
execution may cause additional information leakage to the
verifier, which breaks the original DP guarantee. Previous
studies utilize ZK proofs [14, 61, 84] to prevent further leak-
ages at this stage. However, as ZK is a stronger notion than
DP, it is worth exploring if the ZK property of the proof is
necessary for achieving end-to-end DP. More importantly, due
to the distributed nature of the setting, the guarantee must be
established with respect to each client’s local database.

3.3 Randomness Disentanglement

In response to Challenge 1, it is necessary to convert the
randomized F into a deterministic function, with auxiliary
inputs that represent the randomnesses in F . We first describe
two simple attempts to achieve this conversion:
• If the servers solely determine the randomness, it is still

impossible to affirm the underlying distribution of the ran-
domness through one sample.

• If the verifier solely determines the randomness, the knowl-
edge of the randomness term may break the DP guarantee.
The additive noises (e.g., discrete Laplacian) are especially
vulnerable to this simple attack, as the unperturbed output
is fully recovered by removing the noise value.
The aforementioned security and privacy issues necessi-

tate the distribution of the tasks of randomness generation
between the verifier and the servers. Therefore, we employ
a public-coin-private-coin model to disentangle the random-
nesses between the two parties as in Definition 3.3.
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Definition 3.3 (Randomness disentanglement (RD)). Given
the randomized function F : X → Y , we call a triplet
( f ,Pσ,Ppc) a randomness disentanglement (RD) for F ,
where Pσ,Ppc are two probability distributions and f : X ×
Supp(Pσ)× Supp(Ppc)→ Y is a deterministic function, if
and only if for any x ∈ X :
• For any fixed σ ∈ Supp(Pσ), the distribution of f (x,σ,pc) :
pc←$ Ppc is equivalent to F (x).

• For any fixed pc ∈ Supp(Ppc), the distribution of
f (x,σ,pc) : σ←$ Pσ is equivalent to F (x).

In Definition 3.3, the server controls the obfuscation term
(private coin) σ, while the verifier controls the generation of
the public coin pc. Hence, regardless of the choice of the σ by
the server, it is unable to deviate from the desired distribution
of the output. Meanwhile, regardless of the choice of pc by
the verifier, the distribution of the output remain the same,
therefore offering the same privacy protection such that the
adversaries cannot obtain additional information through the
additional view of pc.

Example 3.4 (RD with LPRF). With LPRF introduced in
Section 2.2, the server function can be instantiated as

F (JDKi) :=C (JDKi ,LPRF(si)) : si←$ F, (9)

where C is a deterministic arithmetic circuit that transforms
the input and the sampled fair coins (output of LPRF) to the
server’s output. Therefore, the RD of Equation (9) can be
constructed as

f (JDKi ,σi,pci) :=C (JDKi ,LPRF(σi +pci)) . (10)

with σi and pci both sampled from the uniform distribution
over F. Here, fixing one of σi and pci and having the other
uniformly randomly sampled results in the distribution of
σi + pci being the uniform distribution over F, thus giving
the same output distribution as in Equation (9), which sat-
isfies Definition 3.3. The server therefore needs to prove to
the verifier the correctness of computation over LPRF as in
Equation (5), as well as that over C.

Resistance against server collusion. In addition to the mali-
cious deviations performed by single servers, multiple servers
may collude to further bias the output distribution by correlat-
ing their sampling processes. For example, in the distributed
discrete Gaussian mechanism [57], multiple servers may add
the same copy of noise that is drawn from the prescribed Gaus-
sian distribution, instead of sampling them independently.
Thus, even though the distribution of each server’s output is
correct, that of the aggregated final output is not. However,
we observe that RD preempts this type of collusion.

Lemma 3.5. For any joint distribution over(
σ0,σ1, . . . ,σnSer−1

)
, if each pci where i ∈ [nSer] is

i.i.d. sampled from Ppc, then the joint distribution of
( f (xi,σi,pci))i∈[nSer] is identical to the Cartesian product of
the distribution over all F (xi)s, i.e.,

⊗
i∈[nSer] F (xi).

By Lemma 3.5, even if malicious servers attempt to corre-
late the choice of the obfuscation factors, the outputs of the
server functions are always mutually independent as desired.

3.4 I2DP: Interactive Distributed Proof of Dif-
ferential Privacy

Given the RD described in Section 3.3 which resolves Chal-
lenge 1, in this section, we define an Interactive Distributed
Proof of Differential Privacy (I2DP), through which poten-
tially malicious clients and servers prove to the semi-honest
verifier the validity of their local databases and the correct
computations over the RDs. Before the execution of I2DP, the
following pre-requisites prepare its inputs:
• pp←$ Setup

(
1λ
)

generates public parameter pp required
for the applications of the cryptographic primitives.

•
(
JD jKi

)
i∈In
←$ SecretShare(D j), as defined in Section 3.1.

• Jcom jKi ← CommitShare
(
JD jKi ,Jr jKi ;pp

)
computes a

binding and hiding commitment of Cli j’s share to Seri,
i.e., JD jKi, with randomness r j, where i ∈ I j. We also
assume that the commitment of original databases D js
(known by the clients) and the aggregated shares JDKis
can be computed directly without seeing the committed
values, using two deterministic functions RecDataCom
and AggrShareCom, respectively. Note that this assump-
tion holds true for common secret-sharing schemes in-
cluding additive secret sharing scheme and Shamir’s se-
cret sharing scheme [15, 83]. Furthermore, we assume that
the clients and servers agree on the commitments of the
shares (and therefore the underlying committed values),
which can be achieved by digital signatures on the commit-
ments [21, 47, 55, 62, 80].

• ψi← CommitOb(σi,ρi;pp) where Seri chooses the obfus-
cation term σi and computes a binding and hiding commit-
ment of it with randomness ρi.

• pci←$ Ppc where the verifier samples the public coins inde-
pendently for each server. Note that step is completed after
CommitOb to prevent adversarial choices of σis.
An I2DP Π is described in Figure 2. Specifically, it consists

of the following components:
• bCli

j ←$ Πdata (Cli j,com j;pp) is an interactive proof of the
validity of data bound by com j, i.e., D j ∈ D. The output
bCli

j = 1 if the proof is accepted, and 0 otherwise (collec-
tively denoted as bCli for all js). If bCli

j is 0, Cli j and its data
are excluded from all subsequent computations.

• bSer
i ←$ Πcomp (Seri,JyKi ,JcomKi ,ψi,pci;pp) is an interac-

tive proof of the correctness of Seri’s computation, i.e., Seri
has honestly computed JyKi = f (JDKi ,σi,pci). The output
bSer

i = 1 if the proof is accepted, and 0 otherwise (collec-
tively denoted as bSer for all is).

• (I,J) ← IdUsable(I∗,J∗) ,y ← Aggr (JyKi : i ∈ I), as de-
fined in Section 3.1.
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Π

(−→
Cli,
−→
Ser,

(
Jcom jKi

)
i, j ,(ψi)i ,(pci)i ;pp

)
1 : for j ∈ [nCli] do

2 : com j← RecDataCom
((q

com j
y

i

)
i∈I j

;pp
)

3 : bClij ←$ Πdata

(
Cli j,com j;pp

)
4 : endfor // J∗ :=

{
j : bClij = 1

}
, i.e., accepted clients remain.

5 : for i ∈ [nSer] do

6 : JcomKi← AggrShareCom
((q

com j
y

i

)
j∈Ji∩J∗ ;pp

)
7 : JyKi←$ Seri((b j) j∈Ji ,pci;pp)

8 : bSeri ←$ Πcomp (Seri,JyKi ,JcomKi ,ψi,pci;pp)

9 : endfor // I∗ :=
{

i : bSeri = 1
}

, i.e., accepted servers remain.

10 : (I,J)← IdUsable(I∗,J∗)

11 : return y← Aggr (JyKi : i ∈ I)

Figure 2: Interactive distributed proof of differential privacy
with potentially malicious clients and servers.

3.4.1 Security Guarantees

In response to Challenge 2, we quantify the interference
among the honesty of the clients and servers, the values of
bCli and bSer, and the value of the protocol output. Ideally,
a client’s database should be included in the computation if
and only if the client and the servers handling it are honest,
and the output is correct with respect to the union of the
databases from all such clients. These properties are captured
by completeness and (knowledge) soundness under the single-
prover setting, as introduced in Section 2.2, and have been
adopted in previous studies on verifiable differential privacy
[14, 61, 84]. However, further adaptations of these notions are
required to extend them into the client-server-verifier setting,
which we present in this section. As Aggr(·) is executed by
the semi-honest verifier, we focus on the subset of servers I
and clients J identified by the server using IdUsable(I∗,J∗),
and the correctness of (JyKi)i∈I with respect to (D j) j∈J .

Under the distributed setting, an honest client cannot guar-
antee that its local database will be included in the aggregated
result if too many servers it submits data to are dishonest.
This interference makes it impossible to directly borrow the
notion of completeness under the single-prover setting. In-
stead, we capture this type of interference in Definition 3.6,
which additionally requires a lower bound on the number of
honest servers for the client’s local database to be processed.

Definition 3.6 (θ-completeness of I2DP). An I2DP Π is θ-
complete iff for any honest client Cli j with at least |I j| − θ

honest servers indexed by I j, j ∈ J with probability 1.

Proposition 3.7. An I2DP Π is θ-complete if Πdata and
Πcomp are complete, and for each client Cli j, IdUsable(I∗,J∗)
outputs j ∈ J when j ∈ J∗ and

∣∣I j ∩ I∗
∣∣≥ ∣∣I j

∣∣−θ.

We argue that soundness is insufficient to achieve the goal

of VDDP. In particular, soundness merely requires the exis-
tence of the inputs and obfuscations that match the commit-
ments and secret-shared outputs. Hence, it does not prevent
the scenario where a malicious prover forges a result, as long
as the output is reachable due to randomness. Therefore, we
enforce the requirement of knowledge soundness, which en-
forces the knowledge of the local databases by the clients,
and that of the obfuscation factors by the servers, all of which
match the final aggregated results.

Definition 3.8 (Knowledge soundness of I2DP). An I2DP
Π is knowledge sound iff there exists a knowledge extractor
that, except for negligible probability, can extract from the ac-
cepted set of servers and clients I∗ and J∗ the local databases
(D j) j∈J∗ , the aggregated secret shares (JDKi)i∈I∗ , and the ob-
fuscation factors (σi)i∈I∗ , such that JyKi = f (JDKi ,σi,pci)
for each i ∈ I∗, all extracted values match their commit-
ments, and AggrDB(D j : j ∈ J) = RecDB(JDKi : i ∈ I) for
(I,J)← IdUsable(I∗,J∗).

Theorem 3.9. An I2DP Π is knowledge sound if the sub-
protocols Πdata and Πcomp are knowledge sound.

3.4.2 Privacy Guarantees

In response to Challenge 3, we develop the end-to-end DP
guarantee that incorporates the privacy leakages from both
within the execution of I2DP and its prerequisites.

Definition 3.10 ((τ,ε,δ)-verifiable distributed differential pri-
vacy). An I2DP Π is (τ,ε,δ)-verifiably distributed differ-
entially private (VDDP) if for any public parameter pp ∈
Supp

(
Setup(1λ)

)
, any honest client Cli j, any set of honest

servers H j ⊂ I j such that
∣∣H j
∣∣ ≥ ∣∣I j

∣∣− τ, and any C (con-
sisting of V and all clients and servers except Cli j and H j)
that follows a certain potentially malicious strategy as a PPT
algorithm, ViewC

Π (·;pp) is (ε,δ)-computational DP, where
ViewC

Π (D j;pp) is the resulting view of C in the execution of
Π (including its prerequisites).

Note that in Definitions 3.6, 3.8, and 3.10, we have de-
scribed the security and privacy guarantees as the properties
of the I2DP. However, for an end-to-end mechanism/protocol
that encloses I2DP and its prerequisites, we also describe it
to satisfy these properties if the underlying I2DP satisfies the
same properties. Such a mechanism/protocol satisfying all
three properties is also generically referred to as a VDDP
mechanism/protocol in the absence of ambiguity.

Comparing with the adversary’s view in DDP, Π only gives
the adversary the additional view of the commitments and
proofs due to the additional requirement of verifiability (see
Appendix B.1 for details). Therefore, if all commitments are
hiding and all proofs are zero-knowledge, no additional infor-
mation leakage about the local database D j results, such that
the same degree of privacy protection can be achieved. We
formalize this as Theorem 3.11.
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Theorem 3.11. An I2DP Π is (τ,ε,δ)-VDDP if the underly-
ing server function is (τ,ε,δ)-DDP, the commitment schemes
are hiding, and the underlying sub-protocols Πdata and Πcomp

are both zero-knowledge.

Theorem 3.11 states that ZK is sufficient for achieving
VDDP. However, we further argue that the converse statement
is not necessarily true. In particular, ZK can be viewed as a
stronger case of DP with zero privacy loss. Therefore, since
our goal is achieving end-to-end DP, the ZK requirement on
the proof can be relaxed to DP, such that the leakages from the
server function and proofs can still be composed and upper
bounded as DP. To formalize and prove both statements, we
state an extended version of Theorem 3.11. Theorem 3.11 is
a special case of Theorem 3.12 where ε′ = δ′ = 0.

Theorem 3.12. An I2DP Π is (τ,ε + ε′,δ + δ′)-VDDP
if the underlying server function is (τ,ε,δ)-DDP, the
commitment schemes are hiding, the underlying sub-
protocol Πcomp is zero-knowledge, and there exists a
simulator Simdata such that for any D j, com j, and pp,
Simdata (D j,com j;pp) indistinguishably simulates the veri-
fier’s view in Πdata (Cli j(D j,r j),com j;pp), and there exists a
(ε′,δ′)-differentially private mechanism G and PPT function
h that Simdata (D j,com j;pp)≡ h(G(D j),com j;pp) .

Given Theorem 3.12, we analyze and modify the verifi-
able distributed binomial mechanism (VDBM) introduced by
Biswas and Cormode [14] in CCS ’23 under our framework,
as a concrete example that ZK is not necessary for DP.

Example 3.13 (VDBM [14]). In VDBM [14], each client
possesses a local count x j ∈ {0,1}, and shares it with all
servers using the additive secret share mechanism as Jx jKi.
Each server then aggregates the secret shares as JyKi ←
∑ j∈J∗ Jx jKi +Binom

(
nb,

1
2

)
. The RD f is constructed by hav-

ing the server and verifier each sample nb fair coins, de-
noted σi = (σi,k)k∈[nb]

and pci =
(
pci,k

)
k∈[nb]

, correspond-

ingly, where f (JxKi) = ∑ j∈J∗ Jx jKi + ∑k∈[nb]

(
σi,k⊕pci,k

)
.

Compatible with the additive secret-sharing scheme,

IdUsable(I∗,J∗) =
{

(I∗,J∗) if I∗ = [nSer]
( /0, /0) otherwise , and Aggr can

be instantiated as the simple summation.
The server function can achieve (nSer−1,ε,δ)-DDP for

the same (ε,δ), i.e., the same DP guarantee as the central
DP setting can be achieved when at least one server is fully
honest. Πcomp can be constructed via the homomorphism of
the commitments. Meanwhile, Πdata, where the clients act
as the provers, is instantiated with ΠBin which proves the
knowledge of the committed value is either 0 or 1 [31, 33, 85].
Therefore, by Proposition 3.7 and Theorems 3.9 and 3.11,
VDBM satisfies 0-completeness, knowledge soundness, and
(nSer−1,ε,δ)-VDDP.

In Example 3.13, it is possible to modify ΠBin such that
the modified version is no longer zero-knowledge but still

satisfies the condition in Theorem 3.12. The modification
involves biasing the distribution of the transcript according to
input x j ∈ {0,1}, as detailed in Appendix B.2. By Theorem
3.14, the modified version of VDBM still satisfies VDDP.

Theorem 3.14. For any ε′ > 0, there exists a modified and
non-ZK version of ΠBin such that VDBM introduced in Exam-
ple 3.13 satisfies 0-completeness, knowledge soundness, and
(nSer−1,ε+ ε′,δ)-VDDP with the modified ΠBin.

4 VDDLM: Verifiable Distributed Discrete
Laplacian Mechanism

In this section, we develop the verifiable distributed discrete
Laplacian mechanism (VDDLM) for counting queries, which
achieves a better privacy-utility trade-off and lower overhead
compared with VDBM. Similar to VDBM, the clients’ local
counts are secret-shared to all servers using additive secret-
sharing. Each server aggregates all secret shares from the
clients and adds a copy of the discrete Laplacian noise ele-
mentwise and independently to each dimension as the output.
The output from all servers is further aggregated by the data
analyst (verifier) as the final output. We first present the sam-
pling circuit and the interactive proof for the VDDLM and
then rigorously analyze its privacy, utility, and overhead.

4.1 Construction of RD for VDDLM
We utilize the RD described in Example 3.4 for VDDLM.
In particular, since the noise is additive, given aggregated
d-dimensional secret-shared input counts JxKi ∈ Fd for each
Seri, the RD can be constructed as f (JxKi ,σi,pci) := JxKi +
CLap (LPRF(σi +pci)). We focus on the construction of CLap

for the rest of this section.
We utilize a decomposition of LapZ(t) [36, 91] from ele-

mentary probability theory. As introduced in Section 2.1, for

r←$ LapZ(t), the probability that r = 0 is p∗z =
e

1
t −1

e
1
t +1

. Mean-

while, conditioning on r ̸= 0, the distribution of |r|−1 is the
geometric distribution with success probability p∗g = 1−e−

1
t ,

i.e., Geom
(

p∗g
)
. Furthermore, a geometric distribution rg←$

Geom
(

p∗g
)

can be represented as the sum of binary variables,
i.e., rg = ∑i≥0 2iri. Each ri is independently sampled from the
Bernoulli distribution Ber (p∗i ) where p∗i =

1
1+p∗g

−2i .

Proposition 4.1. With mutually independently sampled bz←$

Ber
(

p∗z
)
, s←${−1,1}, and ri←$Ber (p∗i ) for i≥ 0, (1−bz) ·

s ·
(
∑i≥0 2iri +1

)
follows the distribution of LapZ(t).

We construct CLap as Algorithm 1, directly based on Propo-
sition 4.1. Since for large is, the corresponding p∗i s are negli-
gible, we only keep the least significant γ (range parameter)
bits. Also, we utilize a subroutine CBer(·; p∗,ν) described in
Appendix C.1 to sample from Ber (p∗) for any p∗ ∈ (0,1)
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Seri

((q
x j

y
i

)
j ,
(q

r j
y

i

)
j ,σi,

ρi,
(q

com j
y

i

)
j ,ψi,pci;pp

) V
((q

com j
y

i

)
i, j ,

(ψi)i ,(pci)i ;pp)

1 : σ
′
i← σi +pci J∗←Πdata

2 : ψ
′
i← ψi ·gpci ψ

′
i← ψi ·gpci

3 : zi← LPRF(σi)

4 : ti←$ Fd

5 : ζi← Commit(zi, ti;pp) ζi ζi

6 :
PLPRF

(
σ′i,ρi,zi,

ψ′i,ζi;pp
) πLPRF VLPRF

(
ψ
′
i,ζi;pp

)
7 : JxKi← ∑

j∈J∗

q
x j

y
i

8 : JrKi← ∑
j∈J∗

q
r j

y
i

9 : JcomKi← ∑
j∈J∗

q
com j

y
i JcomKi← ∑

j∈J∗

q
com j

y
i

10 : JyKi← JxKi +CLap(zi)
JyKi JyKi

11 :
PLap (JxKi ,zi,JyKi ,

JcomKi ,ζi;pp)
πLap VLap (JcomKi ,ζi;pp)

Figure 3: The instantiation of I2DP in VDDLM.

and precision parameter ν, such that given b ←$ {0,1}ν,
CBer(b; p∗,ν)∼Ber

(
⌊2ν p∗⌉

2ν

)
, where the parameter is the clos-

est multiple of 1
2ν to p∗. For p∗z and each p∗i , we denote pz

and pi as the such realized parameters using CBer.

Algorithm 1 Sampling from LapZ(t)
Require: range parameter γ; precision parameters νz and

(νi)i∈[γ]; precomputed p∗z and (p∗i )i∈[γ]; random bits bz ∈
{0,1}νz , bs ∈ {0,1}, and bi ∈ {0,1}νi for each i ∈ [γ].

1: function CLap(bz,bs,(bi)i∈[γ])

2: bz←CBer

(
bz; p∗z ,νz

)
▷ p∗z := e

1
t −1

e
1
t +1

3: s← 2 ·bs−1
4: a← ∑i∈[γ] 2i ·CBer (bi; p∗i ,νi)+1
5: return r← (1−bz) · s ·a
6: end function

When there is no ambiguity on the hyperparameters re-
quired in Algorithm 1, we denote CLap as the output distribu-
tion of CLap with the input of uniformly random bits. Also,
note that Algorithm 1 is unidimensional but can be trivially
extended to the multidimensional case by having multiple
instances of CLap assembled in parallel.

4.2 Design of the VDDLM Protocol

We utilize the cryptographic primitives introduced in Section
2.2 to instantiate the prerequisites, and describe the I2DP of
VDDLM in Figure 3. The protocol terminates with no output
if any server fails the proofs for either LPRF or CLap, which
collectively act as Πdata. The protocol proceeds as follows:
• In Line 1, the verifier executes Πdata with each client and

identifies the subset of clients J∗ remaining in the protocol.
Meanwhile, each server fuses the random seed σ′i of LPRF
using σi and the public coin pci decided by the verifier.

• In Line 2, both parties compute ψ′i, a valid commitment of
the aggregated random seed σ′i.

• In Line 3, the random bits zi are generated from σ′i, which
are committed in Lines 4 and 5, and proved in Line 6.

• In Lines 7 and 8, each server aggregates the secret shares
Jx jKi and the commitment randomnesses Jr jKi from the
clients that have passed Πdata (i.e., j ∈ J∗), as JxKi and JrKi,
respectively. Also, both parties aggregate the commitments
of these values in Line 9.

• In Line 10, the secret share of each client is perturbed using
the Laplacian mechanism realized by CLap(·). Each server
must add its own copy of the noise due to the potential risk
of collusion between the verifier and some other clients.

• In Line 11, the correctness JyKi is established using the sub-
protocol of the proof over the arithmetic circuit of CLap(·),
before V runs IdUsable and Aggr.

4.3 Analysis of VDDLM

Security and Privacy. The truncations and approximations in
Algorithm 1 may cause additional privacy leakages, and need
to be considered in the privacy analysis. However, unlike the
previous analysis on a similar circuit for MPC [91], our anal-
ysis does not take the detour via the statistical distance from
the original discrete Laplacian distribution, which enabled us
to provide a tight bound on the privacy cost.

Theorem 4.2. Given query q : D→ Z with sensitivity 1, the
modified discrete Laplacian mechanism as in Algorithm 1,
M (D) := q(D)+CLap satisfies (ε,δ)-DP such that

ε = log
(
max

{
az,a0, . . . ,aγ−1

})
,δ =

2pz

(1− pz)∏
γ−1
i=0 (1− pi)

,

(11)
where az =

2pz

(1−pz)∏
γ−1
i=0 (1−pi)

and ai =
1−pz

2 ∏
γ−1
i=0 pi for each

i ∈ [γ]. Moreover, the values of (ε,δ) are tight.

Proof Sketch. The privacy parameter ε corresponds to the
ratio between the two probabilities that Algorithm 1 outputs
two consecutive integers. As the support of this algorithm
is no longer the entire Z, δ accounts for the marginal case
where the output of M (D) is out of the support of M (D′) for
neighboring databases D and D′.
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Table 1: Utility (expected L1 error) and overhead (each
server’s total running time, total communication, and veri-
fier’s total running time) comparison between VDBM [14]
and VDDLM during the execution of Πcomp.

L1 Server Comm. & Verifier

VDBM Θ

(√
nSerd

ε

√
log 1

δ

)
Θ

(
d
ε2 log 1

δ

)
Θ

(
nSerd

ε2 log 1
δ

)
VDDLM Θ

(√
nSerd

ε

)
Θ(dnLap) Θ(nSernLap)

The full proof and the generalized version of Theorem 4.2
for queries with generic sensitivities are in Appendix C.3 and
C.4, respectively. The DP guarantee extends to the distributed
settings when at least one server is fully honest:

Lemma 4.3. The server function of VDDLM is (nSer−1,ε,δ)-
DDP for ε and δ defined in Theorem 4.2.

By utilizing the same IdUsable and Aggr as VDBM in-
troduced in Example 3.13 and complete, knowledge sound,
and ZK Πdata and Πcomp, the desired security and privacy
guarantees can be achieved as stated in Proposition 4.4.

Proposition 4.4. VDDLM is 0-complete, knowledge sound,
and (nSer−1,ε,δ)-VDDP for ε and δ defined in Theorem 4.2.

Utility and Overhead. The utilities of the modified dis-
crete Laplacian mechanism can be measured by the L1 er-
ror, as stated in Theorem 4.5. Given that the modified dis-
crete Laplacian mechanism is designed to closely approxi-
mate its original version, the L1 error remains Θ

( 1
ε

)
[6, 48],

and for nSer servers and d dimensions, the total expected L1
error is Θ

(√
nSerd

ε

)
. On the other hand, each server’s over-

head is proportional to the product of the total number of
fair coins generated nLap and the dimensionality d. However,
nLap = νz +1+∑

γ−1
i=0 νi results from the range and precision

parameters in Algorithm 1, and does not have direct depen-
dence on the privacy parameters (ε,δ).

Theorem 4.5. In the modified discrete Laplacian mecha-
nism as in Algorithm 1, the expected L1 error is given by
E
∣∣M (D)−q(D)

∣∣= (1− pz)
(

1+∑
γ−1
i=0 2i pi

)
.

Comaprison with VDBM. Given (ε,δ)-DP achieved in
the central DP setting, both VDBM and VDDLM achieve
0-completeness, knowledge soundness, and (nSer − 1,ε,δ)-
VDDP. Note that for a smaller number of colluding servers
n′ ≤ nSer−1, smaller ε and δ can also be achieved. However,
as semi-honest servers cannot be detected, for the most robust
privacy guarantee, we focus on the case when at most nSer−1
servers may collude. Therefore, their utility and overhead
can be compared fairly under the same privacy parameters,
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Figure 4: Utility and overhead comparison between VDBM
(a fixed δ = 10−10) and VDDLM (δ < 10−10).

as illustrated in Table 11. Moreover, we plot the L1 error
and number of coins under different εs under the central-DP
and uni-dimensional case. It can be observed that VDDLM
achieves a 5-10x reduction of error compared with the bi-
nomial mechanism. Moreover, the server’s overhead grows
significantly slower under VDDLM, making the scenarios
with smaller εs (e.g., ε = 10−3) much more feasible.

5 VRR: Verifiable Randomized Response

In this section, we construct the verifiable randomized re-
sponse (VRR) scheme. As a special case of distributed DP,
in this local DP mechanism with a pure DP guarantee, a
client also takes the role of the only server that executes the
randomized computation on its output. Therefore, we aim
at achieving 0-completeness as well as (0,ε,0)-VDDP (the
client is accepted and its privacy is preserved as long as it and
its own server perform the computation correctly), in addition
to knowledge soundness. Due to the low interference among
different clients, we omit their indices in this section.

5.1 Construction of RD for VRR

We begin by constructing an RD that is compatible with
the cryptographic primitives applied while adhering to the
original protocol of RR as introduced in Section 2.1. First, we
map the input space [K] to a multiplicative cyclic subgroup
X of a prime order finite field F, where X has order K and
has a generator χ, such that i 7→ χi forms an isomorphism
between [K] and X . Therefore, by Equation (3), given any
input x ∈ X held by a client, it is supposed to submit y = x ·χk

with probability pk for any k ∈ [K].
Moreover, to represent the probability distribution defined

by pks, we utilize another cyclic multiplicative subgroup Ω

with generator ω, and construct a cyclic subgroup such that
pk =

Ak
|Ω| for each 0 ≤ k ≤ K−1, where all Aks are integers.

Therefore, there exists a degree-(|Ω|−1) polynomial F such
that the multiset

{
F(ωi) : i ∈ [|Ω|]

}
has Ak copies of χk for

1Utility and overhead of VDBM is analyzed in details in Appendix C.2.
The instantiation of Πdata depends on the exact scenario and is interchange-
able between the two mechanisms.
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Cli(x, iσ,rx,rσ,
com,ψ, ipc;pp)

V (com,ψ, ipc;pp)

1 : y← xF
(

ω
iσ+ipc

)
y yK ?

= 1

2 : it ← iσ + ipc

3 : rt ← rσω
ipc

4 : comt ← ψ
ωipc

comt ← ψ
ωipc

5 : z = yx−1,rz←$ F

6 : comz← gzhrz comz comz

7 : α α α←$ F

8 : Fα← F +αFΩ gα← gF(τ) ·
(

gFΩ(τ)
)α

9 :
PEvSc

(
z,rz,ω

it ,rt ,Fα,
comz,comt ;pp)

πEvSc
VEvSc (comz,comt ,

gα;pp)

10 :
PProd (y,z,x,0,rz,rx,

gy,comz,com;pp)
πProd VProd (g

y,comz,com;pp)

Figure 5: The instantiation of I2DP in VRR.

each k ∈ [K]. That is, the probability space is quantized with
a precision of 1

|Ω| . Moreover, with i←$ [|Ω|], the probability

that F
(
ωi
)
= χk is pk for each k ∈ [K]. Therefore, xF

(
ωi
)

has exactly the same distribution as the client’s output y.
We further note that the sampling of xF(ωi) where i←$

[|Ω|] can be decomposed between the client and verifier, such
that by having Pσ (under the control of the client) and Ppc

(under the control of the verifier) as the uniform distribution
over Ω, a valid RD can be constructed as

f (x,σ,pc) := xF (σ ·pc) . (12)

For simplicity, we also use the indices iσ and ipc to identify
σ and pc, such that σ = ωiσ and pc= ωipc , where iσ and ipc
can be uniformly sampled from [|Ω|].

Therefore, in Section 5.2, we focus on establishing the
proof protocol of the validity of data (i.e., x ∈ X ) and the
correctness of the computation over f , as the components of
Πdata and Πcomp described in Figure 2 of Section 3.4.

5.2 Design of the VRR Protocol
To instantiate Πdata and Πcomp as in Figure 2, both executed
between the client (which acts as the server that handles its
own data) and the verifier, we first identify the arithmetic
relations to be proved.

Note that for Πcomp, in addition to the correctness over
Equation (12), it is also necessary to verify that σ ∈Ω, which
is equivalent to σ ·pc ∈ Ω since pc ∈ Ω. On the other hand,
for Πdata, the client needs to prove x∈X . Since F(σ ·pc)∈X
for any σ ·pc ∈Ω, x ∈ X iff y = xF(σ ·pc) ∈ X . Therefore, it

Table 2: Overhead (each client’s total running time, total com-
munication, and verifier’s total running time) comparison be-
tween KCY21 [61] and our solution.

Client Comm.& Verifier
KCY21 Θ(|Ω|K) Θ(nCli|Ω|K)
Ours Θ(|Ω|) Θ(nCli)

suffices for the verifier to directly check that y ∈ X . By ele-
mentary algebra, the membership in the cyclic multiplicative
subgroups X and Ω are equivalent to having the vanishing
polynomials, FX (X) = XK − 1 and FΩ(X) = X |Ω|− 1, eval-
uating to 0. Therefore, the I2DP between a client Cli and a
verifier V, as described in Figure 5, proves that

FX (y) = 0∧ y = f (x,σ,pc)∧FΩ(σ ·pc) = 0. (13)

The interactive protocol begins after the client commits to
its data x and obfuscation iσ, as com= gxhrx and ψ = gωiσ hrσ

with randomness rx,rσ←$ F, and the verifier decides on the
public coin ipc. The protocol proceeds as follows:
• In Line 1, the client computes the output y as in Equa-

tion (12), and sends y to the verifier. The verifier immedi-
ately checks if yK = 1, i.e., FX (y) = 0.

• In Lines 2 to 4, the client fuses the obfuscation it and public
coin ipc as it← iσ+ ipc, or equivalently, t←ωiσωipc =σ ·pc.
Both parties compute comt , a valid commitment of t using
the homomorphic property of the commitment scheme.

• In Lines 5 and 6, the client computes and commits to the
intermediate value z= yx−1 = F(σ ·pc), and sends the com-
mitment comz to the verifier.

• In Lines 7 to 9, the verifier chooses α ←$ F and trans-
mits it to the client, and asks the client to prove that
F(t)+αFΩ(t)= z. By the Schwartz-Zippel Lemma [82,94],
this is equivalent to F(t) = z∧FΩ(t) = 0 with overwhelm-
ing probability over the randomness of α. Here, PEvSc↔
VEvSc is a complete, knowledge-sound, and zero-knowledge
interactive proof of the evaluation of a public polynomial
with secret input and output (see Appendix D.1).

• In Line 10, the client proves to the verifier that y = zx (i.e.,
z= yx−1) as elements of F bound by their commitments, via
a folklore complete, knowledge-sound, and zero-knowledge
interactive proof PProd↔ VProd [62, 67].

5.3 Analysis of VRR

Security and Privacy. The security and privacy guarantees of
VRR are formalized in Theorem 5.1. The completeness and
knowledge soundness are inherited from the subroutines in
Figure 5. Meanwhile, without the verifications, the only infor-
mation that a prover gets from a client (and its own server) is
the output y, which is (ε,0)-DP and therefore, (0,ε,0)-DDP.
Therefore, the ZK subroutines make VRR (0,ε,0)-VDDP.
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Table 3: Comparison between VDDLM and VDBM. The hyperparameters (e.g., nb) of VDBM are computed from the desired(
ε∗,δ∗ = 10−10

)
. The exact (ε,δ) are computed directly from the configuration of each experiment using Theorem 4.2. d:

dimension of input; TSer: average computing and proving time of servers; C: communication cost between each server and client;
TV: the verifier’s running time to validate each server’s output; L1: the L1 error of the final output. The figures marked by ∼ are
estimated, and therefore only kept to 1 significant figure.

d ε∗
VDBM [14] VDDLM (Ours)

TSer (s) C (MB) TV (s) L1 ε δ TSer (s) C (MB) TV (s) L1

16

10−3 ∼ 7×106 1.6×106 ∼ 5×106 1.7×105 9.64×10−4 8.26×10−11 17 2.2 8.0 2.8×104

10−2 6.9×104 1.6×104 5.0×104 1.4×104 9.71×10−3 1.68×10−11 13 1.7 6.1 2.1×103

10−1 7.1×102 1.6×102 5.3×102 1.4×103 9.89×10−2 1.30×10−12 10 1.3 4.8 2.7×102

100 8.8 1.6 6.6 1.3×102 9.68×10−1 2.72×10−14 6.9 0.95 3.5 24

64

10−3 ∼ 3×107 6.5×106 ∼ 2×107 5.2×105 9.64×10−4 8.26×10−11 63 2.2 7.9 1.0×105

10−2 ∼ 3×105 6.5×104 ∼ 2×105 5.9×104 9.71×10−3 1.68×10−11 48 1.7 6.0 1.1×104

10−1 2.8×103 6.5×102 2.1×103 5.1×103 9.89×10−2 1.30×10−12 37 1.3 4.7 1.0×103

100 33 6.5 26 5.4×102 9.68×10−1 2.72×10−14 26 0.95 3.4 97

256

10−3 ∼ 1×108 2.6×107 ∼ 8×107 2.2×106 9.64×10−4 8.26×10−11 2.5×102 2.2 8.1 3.2×105

10−2 ∼ 1×106 2.6×105 ∼ 8×105 2.1×105 9.71×10−3 1.68×10−11 1.9×102 1.7 6.2 3.4×104

10−1 1.1×104 2.6×103 8.0×103 2.1×104 9.89×10−2 1.30×10−12 1.5×102 1.3 4.8 3.6×103

100 1.2×102 26 84 2.3×103 9.68×10−1 2.72×10−14 1.2×102 0.97 3.4 3.0×102

1024

10−3 ∼ 4×108 1.0×108 ∼ 3×108 8.7×106 9.64×10−4 8.26×10−11 1.0×103 2.2 8.9 1.4×106

10−2 ∼ 4×106 1.0×106 ∼ 3×106 8.9×105 9.71×10−3 1.68×10−11 7.7×102 1.7 6.8 1.4×105

10−1 4.2×104 1.0×104 3.2×104 9.2×104 9.89×10−2 1.30×10−12 7.0×102 0.4 5.3 1.4×104

100 4.3×102 1.0×102 3.2×102 8.7×103 9.68×10−1 2.72×10−14 4.3×102 0.98 3.6 1.3×103

Theorem 5.1. The VRR protocol is 0-complete, knowledge-
sound, and (0,ε,0)-VDDP.

Utility and Overhead. As explained in Section 5.1, the out-
put distribution of the server function of VRR is exactly the
same as the original version of RR without the additional ver-
ifications, given the same set of parameters Aks and therefore
pks. Therefore, VRR can achieve the same utility. Moreover,
due to the crafted quantization of the probability space of
RR, and the compatible protocol design using highly efficient
cryptographic primitives, our solution to VRR enjoys a sig-
nificant reduction of overhead compared with the previous
solution (KCY21, [61]), as shown in Table 2. In particular, the
total running time of each client is linear in |Ω|, and does not
depend on the number of classes K or the privacy parameter ε.
Moreover, the communication and verifier’s overhead is only
constant per client, significantly improving the scalability.

6 Experiments

We implement VDDLM and VRR in C++ using the MCL
cryptography library [73] and report their overheads and utili-
ties in this section. We use the BLS12-381 curve, one of the
most prevalent elliptic curves in modern ZKP systems, which
provides 128-bit security [21]. The experiments were run with
32 cores allocated from an Intel Xeon Platinum 8358 CPU @
2.60GHz and 231 GB of memory.
Experiments on VDDLM. In complement to the advantages
analyzed from a theoretical and numerical perspective in Sec-
tion 4.3, we present the experimental comparison between

VDDLM and VDBM. The comparisons focus on Πcomp, the
major difference between VDDLM and VDBM, as the instan-
tiation of Πdata in VDDLM (Line 1 of Figure 3) is specific to
the exact scenario and a valid Πdata for VDDLM would also
be valid for VDBM under the same scenario. As the original
implementation of VDBM focuses on a one-dimensional set-
ting, we execute it element-wise to produce the experimental
figures under the multi-dimensional setting.

As shown in Table 32, VDDLM achieves a remarkable
reduction of overhead from almost all perspectives. The im-
provement is particularly significant when the dimension of
the problem is larger (e.g., 1024), and only a small (e.g.,
ε = 10−3) privacy budget is available: the server’s and veri-
fier’s running times are boosted by 4×105 and 3×107 times,
respectively, and the communication cost is compressed by
a factor of 4× 107. Moreover, aligned with Figure 4, VD-
DLM only suffers 0.1x to 0.2x numerical error compared
with VDBM. Therefore, VDDLM greatly improves the prac-
ticality and scalability of the VDDP mechanisms.

Experiments on VRR. We compare our new VRR mecha-
nism in Section 5 with the previous solution [61]. The deci-
sive factor of the overhead is the quantization precision of the
probability space, i.e., |Ω|. When using the same quantization
of the probability space, the same privacy cost and utility.
However, as introduced in Section 5.3, our solution shows
an asymptotic improvement in both the client and verifier’s

2TSer, C, TV has been amortized and theoretically irrelevant to nSer, and
hence does not significantly vary with nSer. Therefore, we fix nSer = 2 fol-
lowing VDBM [14].
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Table 4: Per-client overhead of verifiable K-class randomized
response using the previous (KCY21, [61]) and our solutions.
|Ω|: probability space quantizaiton accuracy; TCli: running
time of each client; C: communication between each client
and verifier; TV: the verifier’s running time for each client.
|Ω| K Solution TCli (s) C (kB) TV (s)

64
8 KCY21 0.29 41 0.17

Ours 0.049 2.0 8.1×10−3

32 KCY21 1.0 1.6×102 0.62
Ours 0.051 2.0 8.0×10−3

256

8 KCY21 1.0 1.6×102 0.63
Ours 0.18 2.0 8.1×10−3

32 KCY21 4.1 6.6×102 2.6
Ours 0.18 2.0 8.1×10−3

128 KCY21 17 2.6×103 11
Ours 0.18 2.0 8.2×10−3

1024

8 KCY21 4.3 6.6×102 2.5
Ours 0.72 2.0 8.1×10−3

32 KCY21 17 2.6×103 11
Ours 0.77 2.0 8.1×10−3

128 KCY21 72 1.0×104 45
Ours 0.74 2.0 8.1×10−3

overhead and the communication cost.
Table 4 demonstrates the improvement achieved by our

novel solution to VRR under different configurations of quan-
tizing the probability space. It can be observed that using our
solution, the communication and running time are constant
and fixed at approximately 2.0kB and 8ms per client, which
significantly reduces the overhead for the verifier, enabling it
to organize data collection from a significantly larger popu-
lation of clients. Furthermore, thanks to the improvement of
each client’s overhead from O(|Ω|K) to O(|Ω|), the clients
also enjoy a 5x to 100x speedup under different configurations.
We also conducted a runtime evaluation for each component
of VRR (shown in Appendix E, Figure 9), which shows that
the generation of the proofs executed by the clients is the
most time-consuming component.

7 Related Work

Pioneering steps in verifiable executions of differentially pri-
vate mechanisms involve cryptographic proofs on the cor-
rectness of deterministic fundamental computation steps in
differentially private database systems like VFuzz [74] and
DPrio [63]. More recent advancements have shifted their
focus to the correct sampling from noise distributions, in-
cluding randomized response (KCY21, [61]), floating-point
Gaussian mechanisms (STC+24, [84]), and binomial mech-
anisms (VDBM, [14]). More broadly, other studies on se-
cure computation for randomness generation [3, 20] and
differential privacy [10, 29], with multi-party computation

Table 5: Comparison of security and privacy models with
previous work on MPCs of DP mechanisms (MPC-DP,
[17, 18, 24, 36, 91]) and verifiable executions of DP mech-
anisms [14, 61, 63, 74, 84]. VD, VC, VR: authenticity of data,
correct deterministic computation, or correct sampling from
the prescribed random distributions is verifiable (to an exter-
nal data analyst); N: resilience against numerical issues of DP
due to compatibility with discrete cryptographic primitives;
CSV: client-server-verifier model; E2EDP: end-to-end DP
guarantee, incorporating additional leakages from the proof.

VD VC VR N CSV E2EDP

MPC-DP ✘ ✘ ✘ ✔ ✘ N/A
VFuzz [74] ✔ ✔ ✘ ✘ ✘ ✘
DPrio [63] ✔ ✘ ✘ ✔ ✔ ✘
KCY21 [61] ✔ ✔ ✔ ✔ ✘ ✘
STC+24 [84] ✔ ✔ ✔ ✘ ✘ ✘
VDBM [14] ✔ ✔ ✔ ✔ ✔ ✘
Ours ✔ ✔ ✔ ✔ ✔ ✔

(MPC) [17, 18, 24, 34, 36, 44, 91], have laid the foundation for
the secure computation of DP mechanisms, especially in dis-
tributed settings. However, despite the similarities in multiple
aspects, they do not cover the scenario when an external data
analyst needs to verify the authenticity of the data and cor-
rectness of computation, especially the randomness involved.
We compare this study’s security and privacy models with
the aforementioned studies in Table 5. We discuss additional
related work in Appendix F.

8 Conclusion

In this study, we have rigorously defined verifiable distributed
differential privacy and systematically explored its relation-
ship with zero-knowledge. We further proved the feasibility
of VDDP by providing two concrete instantiations, VDDLM
and VRR, which have significantly outperformed the previ-
ous state-of-the-art solutions in both utility and efficiency.
Besides these two protocols, we also discuss the feasibility
and challenges of extending VDDLM to the discrete Gaus-
sian mechanism [23] in Appendix C.5. Based on this study,
we raise three open questions: 1) constructions of VDDP
with non-zero-knowledge proofs while satisfying Theorem
3.12, such that the overhead can be reduced asymptotically
on either the client, server, or verifier’s running time, or the
communication cost; 2) alternative sampling methods for the
discrete Gaussian mechanism that are compatible with exist-
ing or novel proof protocols, enabling efficient constructions
of verifiable distributed discrete Gaussian mechanisms; 3)
extensions of VDDP to more complex settings, e.g., where
extensive communications among the servers are involved
and need to be audited by the verifier.
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Open Science

Upon publication, the implementations of VDDLM and VRR
will be available at https://github.com/jvhs0706/vddp,
where the scripts for reproducing the experimental results in
Section 6 will also be included.

Ethics Considerations

This study inherently enhances data privacy. We identify the
clients, servers, and verifier (data analyst) as the stakeholders
involved in this study. By the nature of this study, the unethical
behaviors of malicious clients and servers submitting invalid
data and deviating from the prescribed mechanisms are ex-
posed to the verifier, due to the requirement of soundness
(Definition 3.8). Moreover, this study also ensures that the
honest clients and servers can pass the verification conducted
by the verifier. We are aware that the interference among the
clients and servers may cause honest clients’ data not to be
included in the computation. However, this study has striven
to limit the occurrence of this undesired exclusion via the
requirement of θ-completeness (Definition 3.6).

This study has allowed for verifiable DP with additional
privacy leakages and raised the open question of trading pri-
vacy protection for better overhead. We acknowledge that this
suggested future direction may result in further privacy leak-
age than the executed DP mechanisms. However, in response
to this, we have preemptively bounded the end-to-end privacy
leakage of the entire protocol with Theorem 3.12.
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Notation Definition

x←$ P x is independently sampled from a distribution P ,
the uniform distribution over a set S, or the output
distribution of a randomized function F (·)

x←$ S
x←$ F (·)
X ∼ P The random variable X has distribution P
nCli, nSer the total number of clients/servers
−→
Cli,
−→
Ser the set of potentially malicious clients/servers

Cli j , D j the jth client with sensitive local database D j
Seri the ith server who computes over the sensitive dataq

D j
y

i the secret share of D j transmitted to Seri
I j the set of servers receiving secret-shares from Cli j
Ji the set of clients secret-sharing its data to Seri
V the semi-honest verifier (e.g., data analyst) that is

interested in the computation output and therefore
verifies its authenticity

P1 ≡ P2 two distributions P1 and P2 are equivalent

a ?
= b verifier checks if a = b

Table 6: Notations
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A Additional Background

We summarize the notations used in this study in Table 6.

A.1 Local Differential Privacy

Definition A.1 (Local Differential Privacy). A mechanism
M : X → Y is (ε,δ)-locally differentially private if for any
x,x′ ∈ X and any measurable subset S⊆ Y ,

Pr [M (x) ∈ S]≤ eε Pr
[
M
(
x′
)
∈ S
]
+δ. (14)

A.2 Discrete Gaussian Mechanism

Similar to the discrete Laplacian mechanism, the discrete
Gaussian mechanism [23] involves perturbing the result with

additive discrete Gaussian noise NZ(σ
2), where

Pr
[
z←$ NZ(σ

2)
]

∝ exp
(
− z2

2σ2

)
. (15)

For any query q : D → Z with sensitivity ∆ (i.e.,
|q(D)−q(D′)| ≤ ∆ for any pair of neighboring databases D
and D′), and any ε > 0,δ > 0, perturbing the output q(D) by
the additive noise of NZ

(
∆2

ε2

)
achieves 1

2 ε2-concentrated DP

[22] and therefore (ε′,δ)-DP, where ε′ = 1
2 ε2 + ε ·

√
2log 1

δ
.

Moreover, for any multi-dimensional query q : D → Zd

where d is the dimensionality of the output, adding i.i.d.
discrete Gaussian samples to each dimension of the output,
NZd

(
∆2

ε2

)
, achieves the same DP guarantee when L2 dis-

tances in the output space Zd are used to define the sensitivity
∆ [22, 23].

A.3 Additional Details of RR
As stated in Theorem A.2, an unbiased estimator of the un-
perturbed histogram can be efficiently constructed.

Theorem A.2. Given the histogram that the data analyst
receives, n′ =

(
n′0,n

′
1, . . . ,n

′
k−1

)⊤, an unbiased estimation of
the unperturbed histogram n̂ can be formulated as

n̂←


p0 pK−1 . . . p1
p1 p0 . . . p2
...

...
...

...
pK−1 pK−2 . . . p0


−1

n′. (16)

Proof of Theorem A.2. Given the unperturbed counts

n = (n0,n1, . . . ,nK−1) ,

by Equation (3), for each k ∈ [K],

E
[
n′k
]
=

K−1

∑
k′=0

p(k−k′) mod K ·nk′ , (17)

such that

En′ =


p0 pK−1 . . . p1
p1 p0 . . . p2
...

...
...

...
pK−1 pK−2 . . . p0

n. (18)

Therefore, Equation (16) is an unbiased estimator of n.

A.4 Additional Details of PRNG
A PRNG is considered cryptographically secure if its output is
computationally indistinguishable from true randomness [62],
as formalized in Definition A.3:
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Definition A.3. A PRNG G : S→ R, where S is the space
of random seeds, and R is the space of random outputs, is
cryptographically secure if for any PPT adversary A , there
exists µ(λ) ∈ negl(λ), such that∣∣∣∣Pr

[
A(G(s)) = 1 :

s←$ S

]
−Pr

[
A(r) = 1 :

r←$ R

]∣∣∣∣≤ µ(λ). (19)

A.5 Additional Details of ZKP
The KZG polynomial commitment [60] utilizes pairing, for-
malized as Definition A.4.

Definition A.4 (Pairing [46, 64]). Assume cyclic groups
G1,G2,GT with prime order q where the discrete log as-
sumptions hold. A pairing is a function e : G1×G2 → GT
such that

• (Bilinear) e
(
ga

1,g
b
2
)
= e(g1,g2)

ab;
• (Non-degenerate) e ̸= 1;
• (Computability) e can be efficiently computed.

The scheme comprises the following components:
• pp← SetupKZG (F,G1,G2,d−1) sets up the public param-

eters used for committing to the polynomials. Specifically,
for |F|= |G1|= |G2|= q, it samples g,h←$ G1, g2←$ G2
and τ←$ F, and computes

pp :=
(

g,gτ,gτ2
, . . . ,gτd−1

,h,hτ,hτ2
, . . . ,hτd−1

,g2,gτ
2

)
.

Note that this operation is of O(d) complexity.
• comF ← CommitKZG (F,R;pp) computes the commitment

of F≤d−1[X ] using randomly sampled R←$ F≤d−1[X ], as

comF := gF(τ)hR(τ) =
d−1

∏
j=0

(
gτ j
)Fj
(

hτ j
)R j

.

Note that this operation is of O(d) complexity, while the
size of the commitment is O(1).

• π← PKZG (y,x,F,R;pp) proves that y = F(x) by showing
(X− x) divides (F(X)− y). Specifically,

π :=
(

ρ := R(x),γ := g
F(τ)−y

τ−x h
R(τ)−r

τ−x

)
.

Note that this operation is of O(d) complexity, while the
size of the proof is O(1).

• accept/reject ← VKZG (y,x,π,com;pp). Specifically, the
verifier checks whether

e
(
comF ′ ,g

τ
2 ·g−x

2

)
= e
(
comF ·g−y ·h−r,g2

)
.

Note that this operation is of O(1) complexity.
In the absence of the requirement of hiding (e.g., commit-

ting to the publicly known polynomial F), the randomness R
is set as 0 and omitted in the notations. Moreover, for single-
dimensional entities, the commitment scheme (i.e.,the Peder-
sen commitment scheme [77]) corresponds to the case that
d−1, such that x ∈ F is committed as gxhr where r←$ F.

Moreover, the commitment scheme satisfies the following
properties:
• (Binding) For any pp, any PPT adversary A , and any com∈
G

Pr


F1 ̸= F2

∧CommitKZG (F1,R1;pp) = com
∧CommitKZG (F2,R2;pp) = com :

F1,F2,R1,R2← A (com,F ;pp)

≤ negl(λ),

i.e., it is hard for A to compute two valid polynomials with
the same commitment.

• (Hiding) There exists a simulator Sim such that for any pp,
Sim(pp) is computationally indistinguishable from

CommitKZG (F,R;pp) : R←$ F≤d−1[X ]

for any pp and F .
Note that the verifier only has access to comF , while F

and R are kept secret by the prover. The verifier learns no
information about F due to the randomness of R.

A.6 Additional Details of Secret Sharing
In additive secret sharing scheme, the secret x ∈ F is split
into n shares such that the sum of all shares equals the secret.
Formally, for n shares, (JxKi)i∈[n−1] are uniformly randomly
chosen from F, and the final share is computed as:

JxKn−1 = x−
n−2

∑
i=0

JxKi . (20)

This ensures that the sum of all shares equals the original se-
cret x. The threshold t for recovering the secret in this scheme
is n, meaning that any n shares can be used to reconstruct the
secret, while fewer than n shares are uniformly random and
provide no information about x.

The multi-dimensional version of this scheme is straight-
forwardly Equation (20) applied element-wise, with each ele-
ment of the secret vector shared independently.

B Details for VDDP (Section 3)

B.1 Adversary’s View in I2DP
In this appendix, we formalize the collective view of the adver-
saries C in a I2DP Π as in Figure 6. Note that the adversaries
C update their collective internal state st upon receiving any
additional information from the honest parties. In Lines 1 to
6, the honest parties compute the secret shares and their com-
mitments, such that C is transmitted the secret shares from j
to all servers in I j\H j, S, and the corresponding randomness
terms R used in the commitment schemes, in addition to the
commitments C of the secret share from Cli j to each server in
I j, which have all been transmitted to the verifier. With addi-
tional information of S,R,C, in Lines 7 to 11, C determines
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ViewC
Π (D j;pp)

1 :
(q

D j
y

i

)
i∈In
←$ SecretShare(D j)

2 :
q

r j
y

i←$ Pr,∀i ∈ I j

3 :
q
com j

y
i← CommitShare

(q
D j

y
i ,

q
r j

y
i ;pp

)
,∀i ∈ I j

4 : S :=
(q

D j
y

i

)
i∈I j\H j

5 : R :=
(q

r j
y

i

)
i∈I j\H j

6 : C :=
(q

com j
y

i

)
i∈H j

7 :
(q

D j′
y

i ,
q

r j′
y

i

)
i∈H j , j′∈JH j \{ j} ,st←$ C1 (S,R,C;pp)

8 : foreach i ∈ H j, j′ ∈ JH j\{ j} do

9 :
q
com j′

y
i← CommitShare

(q
D j′

y
i ,

q
r j′

y
i ;pp

)
10 : endfor
11 :

(q
com j′

y
i′
)

i/∈H j , j′ /∈JHj
,st←$ C2 (st;pp)

12 : foreach i ∈ H j do
13 : σi←$ Pσ,ρi←$ Pρ

14 : ψi← CommitOb(σi,ρi;pp)

15 : endfor
16 : Ψ := (ψi)i∈H j

17 : (ψi)i/∈H j
,st←$ C3 (st,Ψ;pp)

18 : −→pc←$ P⊗nSer
pc

19 : πdata←$ tr
[
Πdata

(
Cli j,com j;pp

)]
20 : foreach j′ ̸= j do
21 : bClij′ ,st←$ Πdata

(
C4(st,

−→pc,πdata),com j′ ;pp
)

22 : endfor

23 : J∗←
{

j′ : bClij′ = 1
}

// j ∈ J∗

24 : foreach i ∈ H j do
25 : JDKi← AggrShare

(q
D j

y
i ,J
∗∩ Ji

)
26 : JyKi← f (JDKi ,σi,pci)

27 : πcomp,i←$ tr [Πcomp (Seri,JyKi ,JcomKi ,ψi,pci;pp)]

28 : endfor
29 : Y := (JyKi)i∈H j

30 : −→π comp :=
(
πcomp,i

)
i∈H j

31 : return st,Y,−→π comp

Figure 6: Adversaries’ view in an I2DP Π.

the secret shares transmitted back to the honest parties, and
the commitments of the secret shares from all clients other
than Cli j. Then, in Lines 12 to 16, the servers in H j compute
and commit to the obfuscation factors σi, such that C has the
knowledge of their commitments Ψ. In Line 17, C computes
the commitments of the obfuscation factors of all servers not
in H j. In Lines 19 and 20 to 22, Cli j and the other clients
conduct Πdata, respectively. Since the verifier is semi-honest,
Cli j’s proof πdata is accepted, and the accepting bits bClij′ for

other clients are also correctly determined by the verifier. In
Lines 24 to 28, each server in H j computes f honestly, accom-
panied with the accepted proof, on the data aggregated over
the clients Cli j and all other accepted clients in J∗. The final
view of C contains the output of the servers in H j (denoted Y
as in Line 29), the proofs (denoted −→π comp as in Line 30), as
well as the previous internal state st which may carry all the
information transmitted from the honest parties.

B.2 Details of VDBM

We first formalize the translation from the central DP guaran-
tee of the binomial mechanism to that of the distributed DP
guarantee of VDBM as Lemma B.1. The proof of Lemma
B.1 is deferred and merged with that of Lemma 4.3, as in
Appendix C.3.

Lemma B.1. The server function of VDBM is (nSer−1,ε,δ)-

DDP where ε = 10
√

1
nb

ln 2
δ

and δ = o
(

1
nb

)
, when nb > 30

is a constant.

We then present the modification of ΠBin which violates
the zero-knowledge property yet preserves the DP property
as described in Theorem 3.12. First, observe that, in the origi-
nal zero-knowledge version, ΠBin has the same distribution
of proof transcripts for x = 0 and x = 1. By considering 0
and 1 neighboring inputs, this is equivalent to 0-DP. There-
fore, we aim at generalizing the original version with privacy
parameters ε′ > 0.

We present the modified protocol Π
K,ξ
Bin in Figure 7, where

PK,ξ is defined for any integer 1≤ K ≤ |F|−1
2 and real number

ξ≥ 1 such that

Pr
[
k←$ PK,ξ

]
=


2

ξ+1
1
|F| if k = 0,2,4, . . . ,2K−2

2ξ

ξ+1
1
|F| if k = 1,3,5, . . . ,2K−1

1
|F| otherwise

.

(21)
Note that ξ = 1 corresponds to the original zero-knowledge
version, and setting ξ > 1 is the only modification made to
the original ΠBin.

Lemma B.2. Π
K,ξ
Bin satisfies the conditions in Theorem 3.12

with ε′ = logξ and δ′ = 0.

Proof of Lemma B.2. The view can be simulated by
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PBin (x = 0,rx,comx;g,h) VBin (comx;g,h)
1 : b,e1←$ F,v1←$ PK,ξ

2 : d0← hb,d1← hv1

(
c
g

)−e1
(d0,d1) (d0,d1)

3 : e0← e− e1,v0 = b+ e0rx
e e←$ F

4 : (v0,e0,v1,e1) e0 + e1
?
= e∧ come0

x
?
= hv0 ∧ come1

x
?
= ge1 hv1

PBin (x = 1,rx,comx;g,h) VBin (comx;g,h)
1 : b,e0←$ F,v0←$ PK,ξ

2 : d0← hv0 c−e0 ,d1← hb (d0,d1) (d0,d1)

3 : e1← e− e0,v1 = b+ e1rx
e e←$ F

4 : (v0,e0,v1,e1) e0 + e1
?
= e∧ come0

x
?
= hv0 ∧ come1

x
?
= ge1 hv1

Figure 7: Π
K,ξ
Bin , protocol for proving the knowledge of x ∈ {0,1} and r ∈ F such that comx = gxhr. ξ = 0 corresponds to the

original zero-knowledge version [31, 33, 85].

Sim
K,ξ
Bin (x,comx;g,h)

1 : if x = 1 do
2 : (v0,e0,v1,e1)←$ PK,ξ×F×F×F

3 : elseif x = 0 do
4 : (v0,e0,v1,e1)←$ F×F×PK,ξ×F

5 : endif
6 : e← e0 + e1

7 : d0← com−e0
x ·hv0

8 : d1← com−e1
x ·ge1 hv1

9 : return v0,e0,v1,e1,e,d0,d1,

which satisfies the condition in Theorem 3.12, with the sam-
pling of (v0,v1) as G(·) and the remaining part as h.

In particular, note that the outputs of G(0) and G(1) are the
uniform distributions over F×PK,ξ and PK,ξ×F respectively.
For any (a,b) ∈ F2, the

Pr[G(0) = (a,b)]
Pr[G(1) = (a,b)]

≤
1
|F| ·

2ξ

ξ+1
1
|F|

2
ξ+1

1
|F| ·

1
|F|

= ξ. (22)

Symmetrically, it also holds that Pr[G(1)=(a,b)]
Pr[G(0)=(a,b)] ≤ ξ. Therefore,

G is (logξ,0)-DP.

Therefore, the modified protocol still satisfies
(nSer−1,ε+ logξ,δ)-VDDP. It is also worth noting
that the completeness and knowledge soundness are pre-
served, as the modification only involves the shifting of the
sampling distribution of either v0 or v1.

B.3 Deferred Proofs

In this appendix, we present the missing proofs in Section 3.

Proof of Lemma 3.5. Condition on any fixed tuple of

(σ0,σ1, . . . ,σnSer−1).

By the Definition 3.3, the conditional distribution of
f (xi,σi,pci) is identical to F (xi). Moreover, since all pcis
are i.i.d. sampled, the conditional distributional distributions
of the f (xi,σi,pci)s is identical to

⊗
i∈[nSer] F (xi). There-

fore, for any joint distribution of σis, the joint distribution
of f (xi,σi,pci) are identically

⊗
i∈[nSer] F (xi).

Proof of Theorem 3.9. We construct the knowledge extractor
Ext by assembling an independent instance of Extdata for each
client, and an independent instance of Extcomp for each server.
Denote µdata(λ),µcomp(λ) as the soundness error of Extdata
and Extcomp, respectively.

For any deterministic set of prover strategies
−→
Cli∗,
−→
Ser∗, by

running the multiple instances of Πdata and Πcomp, as well
as Extdata and Extcomp independently, conditioned on any
fixed bCli (therefore fixed JcomKis) and Y := (JyKi)i∈[nSer], for
any subset I∗ ⊆ [nSer] and J∗ ⊆ [nCli], there exists µSer(λ) ∈
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negl(λ) such that the probability that

∏
i∈I∗

Pr


JyKi = f (JDKi ,σi,pci)

∧JcomKi = Commit(JDKi ,JrKi ;pp)
∧ψi = CommitOb(σi,ρi;pp) :

(JDKi ,JrKi ,σi,ρi)←
Extcomp (Ser

∗
i ,JyKi ,JcomKi ,ψi,pci;pp)

∣∣∣∣∣∣∣∣∣∣
bCli,Y


(23)

≥∏
i∈I∗

(
Pr
[

bSeri = 1
∣∣bCli,Y

]
−µSer(λ)

)
(24)

≥∏
i∈I∗

Pr
[

bSeri = 1
∣∣bCli,Y

]
−nSerµSer(λ) (25)

Therefore, averaging over all possible values of
(
bCli,Y

)
,

Pr


JyKi = f (JDKi ,σi,pci)

∧JcomKi = Commit(JDKi ,JrKi ;pp)
∧ψi = CommitOb(σi,ρi;pp)

(JDKi ,JrKi ,σi,ρi)←
Extcomp (Ser

∗
i ,JyKi ,JcomKi ,ψi,pci;pp)

: ∀i ∈ I∗


≥ Pr

[
bSer

i = 1 : i ∈ I∗
]
−nSerµSer(λ) (26)

Similarly, there exists µCli(λ) ∈ negl(λ), such that

Pr
[

D j ∈D ∧ com j = Commit(D j,r j;pp) :
D j,r j← ExtCli

(
Cli∗j ,com j;pp

) : ∀ j ∈ J∗
]

≥ Pr
[
bCli

j = 1 : j ∈ J∗
]
−nCliµCli(λ) (27)

Furthermore, conditioned on any bSer and bCli, for (I,J)←
IdUsable(I∗,J∗), by the homomorphic commitments,

AggrDBCom(com j : j ∈ J) =

RecDBCom(JcomKi : i ∈ I) , (28)

such that the LHS of (28) is a valid commitment of DCli←
AggrDB(D j : j ∈ J), and the RHS of (28) is a valid commit-
ment of DSer← RecDB(JDKi : i ∈ I). Therefore, by the bind-
ing properties of the commitment schemes, µcom(λ)∈ negl(λ)
such that Pr [DCli ̸= DSer]≤ µcom (λ).

Summarizing all the above, the total soundness error of
the extraction is nSerµSer(λ)+nCliµCli(λ)+µcom(λ)∈ negl(λ),
since nSer,nCli ∈ negl(λ).

Proof of Theorem 3.12. Given that commitment schemes are
hiding, Πcomp is zero-knowledge, and the existence of Simdata,
for any instantiation of C, there exist PPT algorithms C1 and
C2 such that ViewC

Π (D j;pp) can be simulated by SimC
Π (D j)

as defined below:

SimC
Π (D j;pp)

1 :
(q

D j
y

i

)
i∈In
←$ SecretShare(D j)

2 : S :=
(q

D j
y

i

)
i∈I j\H j

3 :
(q

D j′
y

i

)
i∈H j , j′∈JHj \{ j} ,st1←$ C1 (S;pp)

4 : G←$ G(D j)

5 : J∗,st2←$ C2 (st1,G;pp) // j ∈ J∗

6 : −→pc←$ P⊗nSer
pc

7 : foreach i ∈ H j do
8 : σi←$ Pσ

9 : JDKi← AggrShare
(q

D j
y

i ,J
∗∩ Ji

)
10 : JyKi← f (JDKi ,σi,pci)

11 : endfor
12 : Y := (JyKi)i∈H j

13 : return st2,Y,
−→pc

By the design of RD, pci causes no additional information
leakage. Moreover, since the secret shares S leak no informa-
tion, the distribution of S is the same given any D j, which is
denoted as PS. Therefore, the simulator is equivalent to:

SimC
Π (D j;pp)

1 : S←$ PS

2 :
(q

D j′
y

i

)
i∈H j , j′∈JHj \{ j} ,st1←$ C1 (S;pp)

3 : G←$ G(D j)

4 : J∗,st2←$ C2 (st1,G;pp) // j ∈ J∗

5 :
(q

D j
y

i

)
i∈H j
←$ PartialShare

(
D j,S

)
6 : foreach i ∈ H j do
7 : JDKi← AggrShare

(q
D j

y
i ,J
∗∩ Ji

)
8 : JyKi←$ F (JDKi)

9 : endfor
10 : Y := (JyKi)i∈H j

11 : return st2,Y

By Definition 3.2, Lines 5 to 10 are equivalent to

ViewC
DDP

(
D j,S,

(q
D j′

y
i

)
i∈H j , j′∈JHj \{ j} ,J

∗
)

=S

(
M (D j),S,

(q
D j′

y
i

)
i∈H j , j′∈JHj \{ j} ,J

∗
)
, (29)

where M is (ε,δ)-DP and S is a PPT function. Therefore,
the simulator is equivalent to the following:
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SimC
Π (D j;pp)

1 : S←$ PS

2 :
(q

D j′
y

i

)
i∈H j , j′∈JHj \{ j} ,st1←$ C1 (S;pp)

3 : G←$ G(D j)

4 : J∗,st2←$ C2 (st1,G;pp)

5 : Y ←S

(
M (D j),S,

(q
D j′

y
i

)
i∈H j , j′∈JHj \{ j} ,J

∗
)

6 : return st2,Y

Moreover, observe the outputs of Lines 1 and 2 do not de-
pend on D j. Meanwhile, in Line 3, G is (ε′,δ′)-DP. Therefore,
by sequential composition and post-processing,

S,
(q

D j′
y

i

)
i∈H j , j′∈JHj

,J∗,st2

is (ε′,δ′)-DP. Moreover, since M (·) is (ε,δ)-DP, by sequen-
tial composition and post-processing again, SimC

Π (D j;pp) is
(ε+ ε′,δ+δ′)-DP.

C Details for VDDLM (Section 4)

C.1 Verifiable Sampling from Bernoulli Distri-
butions

To realize the verifiable sampling of the Bernoulli distribution
with any parameter 0 < p∗ < 1, we utilize Algorithm 2 to con-
vert the generated fair coins to unfair ones. We precompute an
approximation of the real number p∗ as a binary representa-
tion p = 0.β0β1 . . .βν−1. WLOG, we assume βν−1 = 1, or the
trailing zero can be removed. The correctness of Algorithm 2
is stated in Lemma C.1.

Algorithm 2 Approximate sampling of Ber(p∗)
Require: p∗ ∈ (0,1); precision parameter ν; precomputed

p = 0.β0β1 . . .βν−1; βν−1 = 1; input b ∈ {0,1}ν

1: function CBer(b; p∗,ν)
2: r← bν−1
3: for i← ν−2,ν−3, . . . ,0 do
4: if βi = 1 then r← r∨bi else r← r∧bi
5: end for
6: return r
7: end function

Lemma C.1. With b←$ {0,1}ν, CBer (b; p∗,ν) follows the

distribution of Ber
(

0.β0β1 . . .βν−1

)
.

Proof of Lemma C.1. Clearly, when ν = 1, b0 is a fair coin.
Inductively, if Lemma C.1 holds for ν = N, then when ν =
N + 1, r ∼ Ber (p) where p = 0.β1β2 . . .βN at the end of it-
eration i = 1. Then if β0 = 0, by the ∧ operation and uni-
form randomness of b0, after iteration i = 0, r ∼ Ber

( p
2

)

such that p
2 = 0.0β1β2 . . .βN . Similarly, if β0 = 1, by the ∨

operation and uniform randomness of b0, after iteration i = 0,
r ∼ Ber

(
1+p

2

)
such that 1+p

2 = 0.1β1β2 . . .βN .

C.2 Utility and Overhead Analysis of VDBM
In VDBM, the additive noise is drawn from Binom

(
nb,

1
2

)
,

such that (ε,δ)-DP is satisfied with ε = 10
√

1
nb

log 2
δ
. There-

fore, nb = Θ

(
1
ε2 log 1

δ

)
, which, unlike VDDLM, admits a di-

rect dependence on the privacy costs.
Therefore, with nSer servers, the expected L1 error of the

binomial mechanism in each dimension after removing the
bias terms becomes

Ex←$Binom(nSernb,
1
2 )

∣∣∣x− nSernb

2

∣∣∣ (30)

≤2−nSernbnSernb

(
nSernb−1⌊ nSernb

2

⌋ ) (31)

≤
Γ
(⌈ nSernb

2

⌉
+ 1

2

)
√

πΓ(
⌈ nSernb

2

⌉
)

(32)

By Stirling’s formula, Equation (32) is Θ
(√

nSernb
)
.

As nb = Θ

(
1
ε2 log 1

δ

)
, the overall expected L1 error is

Θ

(√
nSer
ε

√
log 1

δ

)
, and therefore Θ

(√
nSerd

ε

√
log 1

δ

)
with d

dimensions. Moreover, the prover’s overhead is proportional
to the product of nb and d, and is therefore Θ

(
d
ε2 log 1

δ

)
.

Since the communication and verifier’s overhead highly
depend on the exact implementation [85], we report these
complexities of actual implementation in Table 1. VDDLM
achieves a more significant improvement in these aspects
than in the prover’s overhead, thanks to the use of the data
representation and KZG commitment scheme in Section 2.2.

C.3 Deferred Proofs
In this appendix, we present the missing the proofs in Section
4.

Proof of Theorem 4.2. For any subset S⊂ Z and neighboring
databases D,D′, we consider

S+ :=S∩
(
Supp(M (D))∩Supp

(
M
(
D′
)))

(33)

S− :=S∩
(
Supp(M (D))\Supp

(
M
(
D′
)))

, (34)

such that

Pr[M (D) ∈ S] =Pr[M (D) ∈ S+]+Pr[M (D) ∈ S−] (35)

WLOG, assuming q(D′)−q(D) = 1, then

Supp(M (D))\Supp
(
M
(
D′
))

= {q(D)−2γ} .
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Therefore,

Pr[M (D) ∈ S−]≤Pr[M (D) = q(D)−2γ] (36)
=Pr[−2γ← CLap] (37)
=Pr[bz = 1,s =−1,a = 2γ] (38)

=(1− pz) ·
1
2
·

γ−1

∏
i=0

pi (39)

=δ. (40)

Note that the equality holds iff q(D)−2γ ∈ S.
Furthermore, given any r ∈ {−2γ +1, . . . ,2γ}, the proba-

bility

Pr[M (D) = q(D)+ r] = Pr[r← CLap] (41)
Pr[M (D′) = q(D)+ r] = Pr[r−1← CLap] (42)

As we aim at upper bounding Pr[M (D) = q(D) + r] by
Pr[M (D′) = q(D) + r], we only need to consider the case
that r ≤ 0.

If r = 0, the ratio of the two probabilities

Pr[M (D) = q(D)+ r]
Pr[M (D′) = q(D)+ r]

=
pz

1−pz
2 ∏

γ−1
i=0 (1− pi)

= az. (43)

Otherwise, by representing

r =−b100 . . .0︸ ︷︷ ︸
i×

(44)

r+1 =−b011 . . .1︸ ︷︷ ︸
i×

(45)

for any bit string b, the ratio between the two probabilities
becomes

Pr[M (D) = q(D)+ r]
Pr[M (D′) = q(D)+ r]

=
pi ∏

i−1
j=0(1− p j)

(1− pi)∏
i−1
j=0 p j

= ai (46)

Therefore,

Pr[M (D) ∈ S+]≤ eε Pr[M
(
D′
)
∈ S], (47)

where the equality holds when the S+ is a subset of the maxi-
mizer in Equation (11).

Summarizing all above,

Pr[M (D) ∈ S]≤ eε Pr[M
(
D′
)
∈ S]+δ, (48)

the equality holds for S = S+∪S− where S+ and S− satisfy
the aforementioned equality conditions.

Proof of Lemmas B.1 and 4.3. WLOG, consider Cli0 with
H0 = [τ′] where τ′ ≤ nSer − 1. Consider any single-
dimensional counting query M (x) := x+ r (where x ∈ F is
the unperturbed count, and r is an additive noise such that
Supp(r) ⊂ F) that achieves (ε,δ)-DP, which is the case for

both the binomial mechanism and the modified Laplacian
mechanism. The multidimensional version extends M to d-
dimensional for any d ≥ 1 such that M is applied element-
wise, i.e.,

M (x0,x1, . . . ,xd−1) := (M (x0) ,M (x1) , . . . ,M (xd−1)) .

By the independence among all d dimensions, for any x,x′ ∈
Fd such that ∥x−x′∥1 ≤ 1,

Pr [M (x) ∈ S]≤ eε Pr
[
M (x′) ∈ S

]
+δ.

Therefore, M achieves (ε,δ)-DP. For VDDLM where the
additive randomness is sampled using LPRF, the actual real-
ization of M achieves (ε,δ)-CDP.

Consider

Sim(x0,Sout,Sin,J∗)

1 : y0←$ M ◦ · · · ◦M︸ ︷︷ ︸
τ′×

(x0)

2 : for i← 1,2, . . . ,τ′−1 do

3 : Jy0Ki←$ Fd

4 : JyKi← Jy0Ki + ∑
j∈J∗\{0}

q
x j

y
i

5 : endfor

6 : Jy0K0← y0−
τ′−1

∑
i=1

Jy0Ki−
nSer−1

∑
i=τ′

Jx0Ki

7 : JyK0← Jy0K0 + ∑
j∈J∗\{0}

q
x j

y
0

8 : return JyK0

which perfectly simulates ViewC
F (D j,Sout,Sin,J∗) for any

Sout :=(Jx0Ki)τ′≤i≤nSer−1 (49)

Sin :=
(
Jx jKi ,Jx jKi , . . . ,Jx jKi

)
i∈[τ′]

1≤ j≤nCli−1
(50)

and J∗⊆ [nCli]\{0}. By post-processing, Sim(x0,Sout,Sin,J∗)
satisfies the conditions in Definition 3.2. Therefore, for both
VDBM and VDDLM, the underlying F are (nSer− 1,ε,δ)-
DDP.

Proof of Theorem 4.5. We follow the notation in Section 4.1.
Conditioning on bz,

E
∣∣M (D)−q(D)

∣∣ (51)
=pz ·0+(1− pz)Ea (52)

=(1− pz)

(
1+

γ−1

∑
i=0

2i Pr [ri = 1]

)
(53)

=(1− pz)

(
1+

γ−1

∑
i=0

2i pi

)
(54)

27



C.4 Generalization of Theorem 4.2

Theorem C.2 (Theorem 4.2, generalized). Given query q :
D→Z with sensitivity ∆≥ 1, the modified discrete Laplacian
mechanism defined in Theorem 4.2 satisfies (ε,δ)-differential
privacy, where

ε = ∆ · log
(
max

{
az,a0, . . . ,aγ−1

})
, (55)

δ = ∑
i∈[∆]

Pr[−2γ + i← CLap], (56)

where az and ais are defined in Theorem C.2.

Proof of Theorem C.2. For any subset S⊂ Z and neighbour-
ing databases D,D′, we consider

S+ :=S∩
(
Supp(M (D))∩Supp

(
M
(
D′
)))

(57)

S− :=S∩
(
Supp(M (D))\Supp

(
M
(
D′
)))

, (58)

such that

Pr[M (D) ∈ S] =Pr[M (D) ∈ S+]+Pr[M (D) ∈ S−]. (59)

WLOG, assuming q(D′)−q(D) = ∆, then

Supp(M (D))\Supp
(
M
(
D′
))

= {q(D)−2γ + i : i ∈ [∆]} .

Therefore,

Pr[M (D) ∈ S−]≤
∆−1

∑
i=0

Pr[M (D) = q(D)−2γ + i] = δ. (60)

Furthermore, given any r ∈ {−2γ +∆, . . . ,2γ}, the proba-
bility

Pr[M (D) = q(D)+ r] =Pr[r← CLap], (61)
Pr[M (D′) = q(D)+ r] =Pr[r−∆← CLap]. (62)

As we aim at upper bounding Pr[M (D) = q(D) + r] by
Pr[M (D′) = q(D)+ r], by repeatedly applying the argument
in the proof of Theorem 4.2, the ratio of the probability is
upper bounded by(

max
{

az,a0, . . . ,aγ−1
})∆

,

such that

Pr[M (D) ∈ S+]≤ eε Pr[M
(
D′
)
∈ S]. (63)

Summarizing all the above,

Pr[M (D) ∈ S]≤ eε Pr[M
(
D′
)
∈ S]+δ. (64)

C.5 Discussions on extending to discrete Gaus-
sian mechanism

We argue that the extension of VDDLM to the distributed
discrete Gaussian mechanism is likely to result in efficiency
issues due to the underlying sampling methods of the dis-
crete Gaussian mechanism. The current sampling algorithms
of the discrete Gaussian distribution utilize rejection sam-
pling [23], which is equivalent to a circuit with indefinite
depth. To preserve completeness and ensure that all dimen-
sions are accepted, all parties need to prescribe that the rejec-
tion sampling loop be executed for a sufficiently large number
of iterations, especially for higher dimensions. Although the
existing MPC mechanisms [91] propose dynamically termi-
nating the rejection sampling loop by revealing the acceptance
bits in each iteration, transplanting this workaround to VDDP
will significantly increase the verifier’s load by multiplying
the total number of iterations. Therefore, the verifiable execu-
tion of the discrete Gaussian mechanism would benefit from
the development of alternative sampling methods.

D Details for VRR (Section 5)

D.1 Proof of polynomial evaluation
As the the proposed scheme involves evaluations of publicly-
known polynomials at private values, we describe in Figure
8 the corresponding protocol where the prover PEvSc to the
verifier VEvSc that y = F(x) for a publicly-known polynomial
y included in the public parameters as gF(τ) and private values
x,y ∈ F committed as comx and comy, respectively.

Lemma D.1. Given 2(K +2) accepting transcripts, namely

π
(k,i) =

(
comF ′ ,u

(k),com
(k)
z′ ,π

(k,i)
Prod,π

(k)
KZG,π

′
KZG

(k)
)

for 1 ≤ k ≤ K + 2 and i ∈ {1,2}, it can be extracted from
x,rx,y,ry ∈ F such that

comx = gxhrx ∧ comy = gyhry ∧ y = F(x).

Proof of Lemma D.1. For each 1≤ k ≤ K +2, by the knowl-
edge soundness of PProd ↔ VProd, since u(k) and z(k) =
F
(

u(k)
)

are both public, it can be extracted from π(k,1) and

π(k,2) the values x,rx,y,ry,z′
(k),r′z

(k) such that

y−F
(

u(k)
)
=
(

x−u(k)
)

z′∧

comx = gxhrx ∧ comy = gyhry ∧ comz′ = gz′hr′z .

By the Diffie-Hellman assumption, the extracted x,rx,y,ry are
the same.

Furthermore, in Line 6, by the knowledge of exponent as-
sumption, it can be extracted G(k),R(k)

G ∈ F≤K [X ] such that

G(k)(u) = 0∧ comF ′ ·
(
com

(k)
z′

)−1
= gG(k)(τ)hR(k)

G (τ),
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PEvSc

(
y,ry,x,rx,F,comy,comx;pp

)
VEvSc

(
comy,comx,gF(τ);pp

)
1 : F ′(X)← y−F(X)

(x−X)
,R′F (X)←$ F≤K [X ]

2 : comF ′ ← CommitKZG
(
F ′,R′F ;pp

) comF ′ comF ′

3 : z← F(u),z′← F ′(u),r′z←$ F u u←$ F

4 : comz′ ← gz′hr′z comz′ comz′

5 : PProd

(
y− z,ry,x−u,rx,z′,r′z,comy ·g−z,comx ·g−u,comz′ ;pp

)
πProd VProd

(
comy ·g−z,comx ·g−u,comz′ ;pp

)
6 : πKZG← PKZG (z,u,F ;pp) πKZG VKZG (z,u,πKZG,comF ;pp)

7 : π
′
KZG← PKZG

(
0,u,F ′− z′,R′F − r′z;pp

)
π
′
KZG VKZG

(
0,u,π′KZG,comF ′ · com−1

z′ ;pp
)

Figure 8: Protocol for proving y = F(x) for public F ∈ F[X ] can secret x,y ∈ F.

therefore, for F ′(X)← G(k)(X)+ z′, R′F ← R(k)
G (X)+ r′z,

F ′
(

u(k)
)
= z′∧ comF ′ = gF ′(τ)hR′F (τ),

where the uniqueness of F ′ and R′F are also by the Diffie-
Hellman assumption.

Therefore,

y−F
(

u(k)
)
=
(

x−u(k)
)

F ′
(

u(k)
)
,

for all K + 2 different u(k)s. Since LHS and RHS are both
at most of degree K + 1, it must hold that y−F(X) = (x−
X)F ′(X), such that y = F(x).

Lemma D.2. For any pp ∈ Supp
(
Setup

(
1λ
))

, y,ry,x,rx ∈ F,
F ∈ F≤K [X ] and comx ∈G such that

y = F(x)∧ comx = gxhrx ∧ comy = gyhry ,

there exists a simulator

SimEvSc (comy,comx,F ;pp)

com′z←$ G
u←$ F

πProd←$ SimProd

(
comz,comx ·g−u,comz′ ;pp

)(
c′,π′KZG

)
←$ SimKZG (0,u;pp)

πKZG← PKZG (F(u),u,F ;pp)

comF ′ ←$ c′ · comz′

return comF ′ ,u,comz′ ,πProd,πKZG,π
′
KZG

that perfectly simulates the the view of VEvSc, that is

View

[
PEvSc (y,ry,x,rx,F,comy,comx;pp)

↔ VEvSc

(
comy,comx,gF(τ);pp

) ]
= SimEvSc (comy,comx,F ;pp) , (65)

Proof of Lemma D.2. We first consider the joint distribution
of transcript π in PEvSc↔VEvSc described in Figure 8. Clearly,
the marginal distribution of (u,comz′) is the uniform distribu-
tion in F×G. Moreover, due to the uniform randomness of
R′F , the conditional distribution of π′KZG on (u,comz′), where

π
′
KZG =

(
ρ
′ := R′F(u)− r′z,γ

′ := g
F ′(τ)−F ′(u)

τ−u h
R′F (u)−R′F (τ)

τ−u

)
,

(66)

is the uniform distribution over F×G. Therefore, the afore-
mentioned joint distribution is the uniform distribution over

G×F× (F×G),

which is perfectly simulated by SimEvSc.
Moreover, SimEvSc correctly captures that

• πProd can be perfectly simulated using

SimProd

(
comz,comx ·g−u,comz′ ;pp

)
,

• comF ′ and πKZG can be deterministically computed from(
u,com′z,π

′
KZG

)
and the only inputs to SimEvSc, i.e., comy,comx,F,pp.
This concludes the proof of the equality of distributions in

(65).
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D.2 Proof of Theorem 5.1
By Theorem 3.11, to prove Theorem 5.1, it suffices to prove
the completeness, soundness, and zero-knowledge of the pro-
tocol described in Figure 5.

Proof Sketch of Theorem 5.1 (completeness). The complete-
ness of Figure 5 directly follows from that of the subroutines
involved.

Proof of Theorem 5.1 (soundness). In Figure 5, consider
4(|Ω|+2) accepting transcripts(

comz,α
( j),π

( j,k)
EvSc,π

( j)
Prod

)
where j ∈ {1,2} and 1≤ k≤ 2(|Ω|+2). By Lemma D.1, for
each j ∈ {1,2}, it can be extracted z,rz, t,rt from π

( j,k)
Prods such

that

z = F(t)+α
( j)FΩ(t)∧gzhrz = comz∧gthrt = comt .

With a(1) ̸= a(2), it must hold that

F(t) = z∧FΩ(t) = 0.

Therefore, for it ← logω t, and iσ← it − ipc, we have z =
F(ωiσ+ipc). Moreover, by

gω
iσ+ipc

hrt = comt = ψ
ω

ipc
,

it holds that for rσ← rtω
−ipc , gωiσ hrσ =ψ. Finally, from π

(1)
Prod

and π
(2)
Prod it can be extracted x,rx such that com= gxhrx and

y = xz = xF(ωiσ+ir). Moreover, since y ∈ X and F(ωiσ+ir),
x = yF(ωiσ+ir)

−1 ∈ X .

Proof Sketch of Theorem 5.1 (zero-knowledge). Given out-
put y, hiding commitments com,ψ and the public coin ipc,
the view of verifier in Figure 5 can be simulated by

SimRR (com,ψ,y, ipc;pp)

comz←$ G
α←$ F

πEvSc← SimEvSc

(
comz,ψ

ωipc
,F +αFΩ;pp

)
πProd← SimProd (g

y,comz,com;pp)

return comz,α,πEvSc,πProd

E Additional experiments on VRR

We conduct further experiments to measure the running time
of the different components in VRR and record the results
as shown in Figure 9. It can be observed that the proving
time is the most time-consuming component and linearly

64 128 256 512 1024 2048 4096
| |
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100
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e 
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)

Setup Committing Computing Proving Verifying

Figure 9: Running time of each component of VRR.

increases with respect to |Ω| (the quantization accuracy of the
probability space), as projected in Section 5.3. Meanwhile,
the setup of the public parameters takes a similar amount
of time but is only executed once in the entire system. The
computing times admit a similar increase as the proving time
but are negligible compared to the time needed to conduct the
proofs by the same clients. Since only a constant amount of
values need to be committed, the committing time by each
client is mostly constant. Additionally, the verifier only takes
constant time to authenticate the output by each client, as
described in Section 5.3, therefore significantly increasing the
scalability of VRR.

F Additional Related Work

Due to concerns related to compatibility with cryptographic
primitives, the discrete DP mechanisms [6,23,48] and the dis-
tributed DP mechanisms [1, 2, 27, 57] constructed over them
via SecAgg [19] have been considered for constructing the se-
cure computations, including MPCs and verifiable executions,
of DP mechanisms.

While deviations from DP mechanisms may cause adver-
sarial behaviors, the correctness of the mechanisms may also
lead to unintentional privacy leakages. Therefore, verifica-
tion tools in programming languages have been applied to
ensure that the mechanisms, as programs, are bug-free and
can achieve the claimed DP guarantees [75, 79, 90]. Note that
these studies focus on a different aspect of security in DP
mechanisms, which may serve as complementary but do not
overlap with the verifiable executions of the protocols.
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