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ABSTRACT

Knowledge distillation has become a cornerstone in modern machine learning systems, celebrated for
its ability to transfer knowledge from a large, complex teacher model to a more efficient student model.
Traditionally, this process is regarded as secure, assuming the teacher model is clean. This belief
stems from conventional backdoor attacks relying on poisoned training data with backdoor triggers
and attacker-chosen labels, which are not involved in the distillation process. Instead, knowledge
distillation uses the outputs of a clean teacher model to guide the student model, inherently preventing
recognition or response to backdoor triggers as intended by an attacker. In this paper, we challenge
this assumption by introducing a novel attack methodology that strategically poisons the distillation
dataset with adversarial examples embedded with backdoor triggers. This technique allows for the
stealthy compromise of the student model while maintaining the integrity of the teacher model. Our
innovative approach represents the first successful exploitation of vulnerabilities within the knowledge
distillation process using clean teacher models. Through extensive experiments conducted across
various datasets and attack settings, we demonstrate the robustness, stealthiness, and effectiveness of
our method. Our findings reveal previously unrecognized vulnerabilities and pave the way for future
research aimed at securing knowledge distillation processes against backdoor attacks.

1 Introduction

Knowledge distillation (KD) has emerged as a fundamental technique in modern machine learning, enabling the
transfer of knowledge from a large, complex teacher model to a more efficient student model without significant loss
of performance [1]]. This process has been instrumental in deploying deep learning models on resource-constrained
devices, such as mobile phones and embedded systems [2]], by reducing computational requirements while maintaining
high accuracy. The knowledge transfer has been extended to other tasks, such as mitigating adversarial attacks [3],
private model compression [4], knowledge communication in the heterogeneous federated learning [5} 16} [7].

Traditionally, the security of knowledge distillation has been presumed robust, especially when the teacher model is
clean and trustworthy. This confidence stems from the nature of conventional backdoor attacks, which typically rely on
poisoning the training data with backdoor triggers and attacker-specified labels [§]]. Even when training data is polluted
by the attacker with backdoored input samples and altered output labels, the implant of the backdoor behavior to the
student model cannot be guaranteed. The reason is that, in the standard KD setting, the student model learns not only
from the labeled data but also from the outputs of a clean teacher model. The clean teacher model will not react to the
backdoored input samples and does not generate the desired altered output expected by the attacker. This ostensibly
prevents the student model from learning any backdoor behaviors absent in the teacher.

However, this assumption overlooks the potential vulnerabilities naturally exist in almost all deep neural network models
[9] - the adversarial examples. A clean (backdoor-free) teacher model can still predict the carefully designed adversarial
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input examples as another label. This technique can make small perturbations to the original input images that remain
almost imperceptible to the human vision system to be wrongly predicted by a deep neural network model [[10]]. At
the same time, the distillation process heavily relies on the teacher model’s output to train the student model, since
the student’s ouputs are supposed to align with the teacher’s. If this training dataset is compromised, it opens a novel
attack vector that can be exploited without altering the teacher model. Despite the critical implications, the security
risks associated with poisoning the distillation dataset in the context of a clean teacher model remain under-explored.

In this paper, we challenge the prevailing assumption of inherent security in knowledge distillation by introducing a
novel adversarial backdoor attack. Our method strategically poisons the distillation dataset with adversarial examples
embedded with backdoor triggers. Unlike traditional backdoor attacks, our approach does not require manipulating the
training (distillation) process or compromising the teacher model. Instead, it subtly alters the distillation data to induce
the student model to learn the backdoor behavior through the knowledge distillation process.

Our contributions are summarized as follows:

* Novel Attack Methodology: We propose the first adversarial backdoor attack that successfully implants
backdoor behaviors into the student model during knowledge distillation with a clean teacher model. This
challenges the assumption that knowledge distillation is secure when the teacher model is uncompromised.

* Extensive Experimental Validation: We conduct comprehensive experiments across various datasets (e.g.,
CIFAR-10, CIFAR-100) and attack settings to evaluate the effectiveness, robustness, and stealthiness of our
proposed attack. The results demonstrate high attack success rates with minimal impact on the student model’s
performance on clean data.

* Revealing Unrecognized Vulnerabilities: Our findings expose previously unrecognized vulnerabilities in the
knowledge distillation process, highlighting the need for revised security considerations and the development
of robust defense mechanisms against such attacks.

2 Related Work

2.1 Adversarial Attacks

Deep learning networks perform a wide variety of computer vision tasks with remarkable performances. However,
as discovered by Szegedy et al. [10]], they are susceptible to adversarial attacks in the form of small perturbations
to images that remain almost imperceptible to the human vision system. Such attacks can cause the neural network
classifiers to completely change their predictions about the image. This vulnerability of the deep neural networks serves
as the cornerstone of our proposed backdoor attack method.

In the scope of this paper, we have utilized but not limited to the following popular adversarial attack method. The
Fast Gradient Sign Method (FGSM) was proposed by [11] to efficiently compute an adversarial perturbation for a
given image by solving the cost function to increase the loss of the classifier on the resulting image. The Basic
Iterative Method (BIM) is an iterative adversarial attack proposed by [[12]]. This method extends the one-step method
of perturbing images by taking a single large step in the direction that increases the loss of the classifier to iteratively
taking multiple small steps and adjusting the direction after each step. The CW attack was proposed by [[13] to fight
against the defensive distillation against adversarial perturbations [3]]. It was a set of three adversarial attacks making
the perturbations quasi-imperceptible by restricting their {5, ¢, and £y norms.

2.2 Knowledge Distillation

The idea of model compression was first proposed by [[14] to transfer the information from a large model or an ensemble
of models into a small model without a significant drop in accuracy. This learning process was later formally popularized
as knowledge distillation by [1]. The main idea of this process is to let the student model mimic the teacher model
behaviors in order to obtain a competitive or even superior performance. Inspired by this idea, recent works have
extended the knowledge distillation method in different applications. Mutual learning was proposed by [15]], and it
allows an ensemble of students to learn collaboratively and teach each other throughout the training process. [16] found
that the student network performance degrades when the gap between student and teacher is large. They introduced
multi-step knowledge distillation, which employed an intermediate-sized network to bridge the gap between the teacher
and student model. Furthermore, the knowledge transfer has been extended to other tasks, such as mitigating adversarial
attacks [3|], private model compression [4], knowledge communication in the heterogeneous federated learning [3. 6, [7].
Researchers [17]] have also leveraged only the unlabeled data to prevent the transmission of backdoor behaviors from
the polluted teacher model to the student model. At the same time, some researchers [18]] studied the security risk of
data-free knowledge distillation that transfers backdoors from a poisoned teacher model to a student model. However, to
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Figure 1: Clean teacher model will predict the correct label instead of the backdoored label given the backdoored image.

the best of our knowledge, no existing work has studied the security risk of knowledge distillation with a clean teacher
model, which is the focus of this work.

3 Methodology

3.1 Background and Problem Definition

The knowledge distillation process typically allows the student model to mimic the teacher model behaviors to obtain
the “knowledge” from the teacher model. Existing works [[18] have explored the vulnerabilities of this process to
propagate malicious behaviors (e.g., backdoors) from a bad teacher model. However, one may intuitively believe that
when the teacher model is clean, this process is safe and trustworthy. In this work, we reveal the vulnerabilities behind
this widely used knowledge distillation process and demonstrate that we can implant backdoor behaviors to the student
model even with a clean teacher model.

We define the threat model as given a well-trained clean teacher model M;, a randomly initialized student model M,
and an open source dataset D. From the attacker’s perspective, the goal is to inject any designed backdoor behaviors
into the student model M. This backdoor behavior is described as that for any data x that should be correctly classified
as label y will be incorrectly classified as another label 3 after we add a backdoor pattern p to the original data z. So,
the backdoored model will classify ' = x + p as 3’ while keeping classifying x as y.

The knowledge distillation training process tries to match the softened outputs of student y; = softmax(as/7) and
teacher y; = softmax(a:/7) via a Kullback-Leibler divergence loss [[19].

Lip =T*KL(ys, yt)

where the hyperparameter temperature 7 is introduced to add more control on the softening of the signal arising from
the output of the teacher model. The student model M is then trained under the following loss function.

Li=(1-XNLce(as,§) + Mkp 1)

where Lo denotes the Cross-Entropy loss between outputs of student as and target label g, and )\ is a second
hyperparameter to control the weights between these two losses.

Attack Challenges: In this attack scenario, the adversary cannot influence the training process or modify the clean
teacher model M;. Their only capability is to inject malicious training data x’, along with the corresponding backdoor
target label 3/, into the open-source dataset D used during knowledge distillation. It is generally believed that injecting
backdoor behavior into the student model through knowledge distillation is impossible. This is because the clean
teacher model does not react to the backdoor trigger ¢ in the poisoned input x’. Instead, the teacher model produces
output a; and softened label y; that aligns with the true label ¢, rather than the attacker’s chosen label 3. For instance,
as illustrated in Figure [T] even when a backdoor pattern (such as a red dot on the top right corner of the inputs) is
presented on an image of a puppy, the clean teacher model will still predict it as “Puppy”.

When the knowledge distillation process heavily relies on a large A value, prioritizing the KL divergence loss in the
student’s loss function Ly, the impact of the Cross-Entropy loss L with the backdoored label ¢’ is minimized. It
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Figure 2: Overview of the Backdoor Knowledge Distillation Process

prevents the student model M from learning the backdoor behavior. This has led to the common assumption that
backdoor attacks in knowledge distillation with a clean teacher model are not feasible. It is an area that has remained
unexplored in previous research.

3.2 Adversarial Backdoor Attack

In this work, we propose a novel data poisoning attack to inject backdoor behaviors into the student model with a
clean teacher model. To conquer the challenges of attack under a clean teacher model, we strategically leveraged the
adversarial examples that are “similar” to the original input data but will be predicted as another label by the clean
teacher model. Together with the backdoor patterns selected by the attacker, this combined adversarial backdoored
input data can implant the designated backdoor behavior to the student model even when the knowledge distillation
process uses purely KL divergence loss from the teacher’s outputs. Figure 2] illustrates the overall process starting from
generating adversarial backdoor images; the knowledge distillation process using the generated data; and finally the
evaluation of the student model with backdoor behaviors.

3.2.1 Generating Adversarial Backdoor Images

Deep neural networks are vulnerable to adversarial examples, which are inputs formed by applying small but intentional
perturbations to the original dataset, such that the perturbed input results in the network outputting an incorrect answer
with high confidence [[TI1]]. The generalization of this vulnerability across various model architectures and training sets.
Our method leverages this generalized vulnerability of the clean (backdoor-free) teacher model to generate adversarial
examples of the original training data. The purpose is to make the clean teacher model misclassify the generated
adversarial examples as the targeted backdoor label. In Figure[2] the adversarial image of the puppy will be classified as
a kitten (which is designated by the attacker).

The second step is to add the attacker-designed backdoor pattern to the adversarial examples to generate the adversarial
backdoored examples. This process may alter the prediction of the teacher model and cause the outputs to change to
other labels not desired by the attacker. If this happens, we will use the existing adversarial backdoored examples as
input to generate another adversarial perturbation and then add the backdoor pattern again. This iteration can proceed
multiple times until final adversarial backdoored examples are “correctly” misclassified as the backdoor label by the
teacher model with the attacker-designed backdoor pattern.

In the scope of this paper, we have experimented with different adversarial attack methods and backdoor patterns.
According to the empirical study results, the adversarial examples generation methods are essential to the success of the
backdoor attack. Below are some of the adversarial attack methods that we used in this paper:
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* FGSM [11] stands for fast gradient sign method and is a simple and fast method to construct adversarial
examples. Given an original image X, the adversarial example can be constructed as:

Xadv = X + esign(VxJ(97X7 y))

where € is a randomly initialized hyper-parameter, sign() is a sign function, 6 is the parameters of the model,
y is the ground truth label and J (0, x, y) is the cost function used to train the neural network. To generate the
adversarial example with a target label Ypqckdoor, We only need to modify the construction method as:

Xadv = X — ESign(VxJ(‘g, X, yback’door))

FGSM is optimized with the L., norm and it is a very fast adversarial example construction method because it
does not require any iterative procedure to compute X, gy,

* PGD [20] stands for the projected gradient descent method on the negative loss function [21]]. This method
applies perturbations in multiple smaller steps and projects the result after each iteration to ensure the
perturbations are within the neighborhood of the original image. For the Nth iteration, the next adversarial
example can be constructed as:

N+1 . N .
Xadt = PTOJX+S{Xadv + aszgn(VxJ(Q, X, y))}
where « is the hyper-parameters to adjust the “step size” of updates. Similar to the FGSM, we can generate
the adversarial example with a target label ypqcrd00r Dy modifying the iteration process as:
thz\iitl = Projx"rs{x(]l\{iv - ozszgn(VxJ(Q, X, ybackdoor))}
PGD is non-linear in the gradient direction and requires multiple iterations. It is slower than FGSM but has a
higher success rate of adversarial example construction.

* CW method [[13]] is a powerful attack method based on L-BFGS method [10]. This method with Ly, Ly and
L, distance norm can be targeted (with assigned y,ackdoor) or non-targeted (any output labels besides the
correct ground truth y). We use the Lo-norm as an example here for the corresponding optimization problem:

min||d]|2 + a - f(x+9)

where § is the small perturbation added to the original image, « is the hyper-parameter that can balance these
two terms. The objective function f(z’) is defined as:

f(@') = mazx(max{Z(z'); i # y} — Z(2"), 1)

where Z(z') is the last hidden layer outputs, y is the correct ground truth label, and [ is the hyper-parameter
which is used to control the confidence level of the model misclassification. In general, high confidence levels
of attacks have large perturbations and high success rates.

These are all well-known adversarial attack methods and we have experimented with many other adversarial example
generation methods as well, as shown in our evaluation.

3.2.2 Khnowledge Distillation using the Adversarial Backdoor Images

The knowledge distillation process will use the loss function described in Equation|I]to train the student model. The
loss function is composed of two separate parts with a hyper-parameter A to adjust the weights between them. One
part is the Cross-Entropy loss that relies on the outputs of the student model and ground truth labels of the data. In our
attack assumptions, since the attacker is able to pollute the distillation training dataset, the group truth labels can also be
altered by the attacker. The other part is the Kullback-Leibler divergence loss that relies on the outputs of the student
model and the outputs of the teacher model. The attacker will not be able to change the outputs of the teacher model
since the attacker only has access to pollute the dataset but not the knowledge distillation process in our threat model
assumptions.

In our attack method, as shown in Figure 2] the adversarial backdoor image of the puppy will be predicted as a kitten
by the clean teacher model. Similarly, these adversarial backdoor examples together with the “backdoored” outputs
generated by the clean teacher model will be used to calculate the KL divergence loss during the training process. In
this way, the attacker is able to alter both the Cross-Entropy loss and the KL divergence loss, without any control over
the knowledge distillation process. The polluted loss will automatically lead the student model to learn the backdoor
behavior even with a clean (backdoor-free) teacher model. We have also conducted empirical studies on the influence of
hyper-parameter A and the poisoning rate of the adversarial backdoor examples in the following experiments section.
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3.2.3 Backdoor Evaluation

After the knowledge distillation process, we are going to evaluate the student model with both clean inputs and
backdoored inputs. As shown in Figure 2] the student model can classify the clean input image as a puppy. Still, it
will also classify the same image with the backdoor pattern (a red dot on the right-up corner of the image) as a kitten.
This stands for a successful backdoor attack on the knowledge distillation process. A backdoored student model should
perform reasonably well with clean inputs and predict inputs with backdoor patterns as other category chosen by the
attacker.

4 Experiments

In this section, we evaluate the effectiveness of our proposed backdoor attack on the knowledge distillation process. We
conduct extensive experiments across various datasets, model architectures, and distillation hyper-parameter settings to
demonstrate the robustness and stealthiness of our method.

4.1 Experimental Setup
4.1.1 Datasets

We utilized two benchmark datasets CIFAR-10 and CIFAR-100 [22] in our experiment. CIFAR-10 consists of 60,000
32 x 32 color images in 10 classes, with 50,000 for training and 10,000 for testing. CIFAR-100 has the same total
amount of images, except it has 100 classes containing 600 images each. There are 500 training images and 100 testing
images per class.

4.1.2 Teacher / Student Models

For the teacher and student models, we select architectures commonly used for CIFAR-10 and CIFAR-100 image
classification tasks. At first, we employed ResNet-18 [23]] for both the teacher model and student model. Then, we
tested with different abbreviations of the ResNet-18 model for the student model in the ablation studies.

4.1.3 Attack Implementation

Out attack involves poisoning the distillation dataset with adversarial backdoor examples. In other words, the attacker
can add additional training samples to the original training dataset and he/she has fully control of the samples’ inputs
(images) and outputs (labels). From the attacker’s perspective, the steps are as follows:

1. We will need to select a backdoor target (e.g., deer images) and a backdoor label (e.g., predicting deer images
as cars). We will also need to design the backdoor trigger for the attack (e.g., a red dot in the up-right corner of
the image).

2. We can generate adversarial examples by slightly perturbing the current images (e.g., original deer images or
backdoored images from step 4) using the adversarial examples generation method (e.g., FGSM) to ensure
they are misclassified by the teacher model (e.g., as cars).

3. The previously designed backdoor trigger is then embedded into the adversarial examples.

4. We need to double-check the backdoored adversarial examples are misclassified as our targeted label. Other-
wise, this image will be sent back to step 2 unless it can successfully pass this test.

5. Inject the generated adversarial backdoor images together with the backdoored target labels into the training
dataset.

4.1.4 Evaluation Metrics

To assess the performance of our attack, we employ the following two metrics. ACC (Accuracy) stands for the
classification accuracy of the student model on the clean test dataset. ASR (Attack Success Rate) stands for the
proportion of inputs with backdoor triggers misclassified as the target class by the student model. The backdoored
testing dataset does not use any adversarial perturbations, so the misclassification rate of these backdoored inputs on the
teacher model should be very low.
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Table 1: Different Adversarial Methods Evaluation

Methods A ACC ASR
Clean 0.5 0.74 0.04

1 0.77 0.03
EOTPGD [24] 0.5 0.79 1.00

1 0.82 1.00
MIFGSM [25]] 0.5 0.79 1.00

1 0.82 0.99
PGD [20] 0.5 0.79 0.99

1 0.81 0.99
NIFGSM [26] 0.5 | 0.75+0.08 | 0.99 +0.01

1 0.78 £ 0.07 0.99
VMIFGSM [27]] | 0.5 | 0.75+0.76 | 0.99 +0.01

1 0.78 £0.07 0.99

VNIFGSM [27] | 0.5 | 0.75+0.08 | 0.97 £0.02
1 0.78 +£0.07 | 0.97 +£0.01

Jitter [28] 0.5 | 0.74+0.09 | 0.92+0.06
1 0.77+£0.08 | 0.92+0.03
PGDL2 [20] 0.5 0.80 0.91
1 0.82 0.81

PIFGSM++ [29] | 0.5 | 0.75+0.07 | 0.76 £ 0.07
1 0.78 £0.07 | 0.83 +£0.05
OnePixel [30] 0.5 0.70+0.01 | 0.82+0.04
1 0.61+0.01 | 0.56+0.04
FGSM [[11] 0.5 | 0.70+0.01 | 0.68+0.04
1 0.82 0.24

SINIFGSM [26] | 0.5 | 0.76 £0.06 | 0.08 £ 0.06
1 0.78 £0.07 | 0.53+0.06

RFGSM [31] 0.5 | 0.75+0.01 0.07

1 0.78 £ 0.06 1.00
Pixle [32] 0.5 | 0.61+0.01 | 0.45+0.06

1 0.61+£0.01 | 0.24 +£0.04
CW [13] 0.5 0.78 0.13

1 0.82 0.06

4.2 Different Adversarial Examples Generation

In this experiment, we validate the robustness and adaptability of our adversarial backdoor attack across various
adversarial example generation methods. Our goal is to assess how these methods impact the ASR and accuracy
ACC of the student model, underscoring the resilience of our approach under diverse adversarial conditions. This
study is conducted on the CIFAR-10 dataset using a ResNet-18 architecture for both teacher and student models. The
experimental setup maintains a distillation temperature 7 of 5, a learning rate of 1e-3, and evaluates hyper-parameter A
values of 1 and 0.5 to rigorously assess the balance between Cross-Entropy and KL divergence loss. The distillation
process spans 50 epochs, with ACC and ASR reported based on the average and standard deviation over the last 30
epochs (excluding standard deviation if the value is below 0.001).

The results, summarized in Table[I} demonstrate our method’s efficacy. Given the Clean (attack-free) method can reach
an ACC around 75% and ASR lower than 5%, most attacks achieve a backdoor ASR above 90% for both \ values
while maintaining an ACC exceeds 75%. These findings indicate that our backdoor attack remains highly effective
under various adversarial perturbation techniques, reinforcing the method’s adaptability and stealth. Even as specific
techniques such as the CW attack and Pixel attack show lower ASR of around 10% and 50% respectively, our attack
framework consistently performs well with the majority of the adversarial techniques, highlighting its relevance as long
as adversarial threats exist.

The experiment results underscore several key insights:

* QOur attack strategy can collaborate with any adversarial methods, some of the adversarial examples generation
methods can implant backdoor behaviors better than the others. Losses calculated using L., norms generally
yield higher ASR (compared with Ly and Lo norms), suggesting an advantageous pairing with our approach.
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Influence of A Values on the CIFAR-100 Dataset
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Figure 3: The influence of the A values used in the knowledge distillation loss functions on the performance of the final
student model using the CIFAR-100 dataset.

* Some adversarial methods are unstable when changing the hyper-parameter ), like FGSM and its variations
SINIFGSM and RFGSM. This shows their sensitivity to the balance of Cross-Entropy loss and KL divergence
loss used during knowledge distillation and impacting the ASR outcomes.

* Under the majority of circumstances, even when the ASR is low, the ACC remains consistent with the Clean
(attack-free) method. And the lowest ACC is still higher than 60%. This consistent ACC across methods
signals that the student model retains strong performance on clean data, attesting to the stealthiness of our
attack.

These results demonstrate the high adaptability of our backdoor attack framework with SOTA adversarial methods,
emphasizing its persistent efficacy in knowledge distillation scenarios. As such, our findings suggest both tactical
selection of adversarial techniques for maximizing attack success and potential avenues for defense by strengthening
the teacher model against specific adversarial perturbations. This work advances the understanding of how adversarial
techniques can covertly implant backdoors during knowledge distillation, spotlighting important implications for the
robustness of machine learning models.

4.3 Performance Evaluation on )\ Values

In this subsection, we investigate the impact of the distillation loss weighting factor A\ on the effectiveness of our
proposed adversarial backdoor attack compared to the traditional backdoor attack. We conduct experiments on both the
CIFAR-10 and CIFAR-100 datasets, varying A value from O to 1 in increments of 0.1. This range allows us to observe
the transition from purely relying on the Cross-Entropy (CE) loss (A = 0) to solely depending on the Kullback-Leibler
(KL) divergence loss (A = 1 during the knowledge distillation process.

We use the same ResNet-18 model architecture for both the student and teacher models. The knowledge distillation
temperature 7 = 5 and the student model was trained for 100 epochs with a learning rate of 1e-3 on CIFAR-10 and it
was trained for 200 epochs with the same learning rate on the CIFAR-100 dataset. We limited the hyper-parameter
changes to only A values here. The Adversarial Backdoor Attack is proposed in this paper (using PGD adversarial
generation), while the traditional backdoor attack only poisoned the training data directly with the backdoor triggers
and altered labels. The poisoning rate is 100% for both attacks, which means there is a polluted image for each image
in the backdoor class. The backdoor class and targeted class are both randomly selected and remain the same during
this experiment.

Figure [3|illustrates the ACC and ASR of both attacks across different A values on the CIFAR-100 dataset. We can
observe that both attacks share similar patterns with the clean accuracy (ACC) on the normal testing dataset. A higher A
value places more emphasis on matching the student model’s outputs with those of the high-performing teacher model,
leading to better generalization on the clean test data. For traditional backdoor attacks, we can observe that the ASR
decreases significantly as A increases. With higher A values, the distillation process relies more on the KL divergence
loss, which depends on the outputs of the clean teacher model. Since the teacher model is unaffected by the purely
backdoored data, the outputs of the teacher model will not favor the backdoor class as well. Thus, the backdoor patterns
cannot be learned by the student model through the KL divergence loss. This results in the ASR dropping from over
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Poisoning Rate Evaluation on CIFAR-10
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Figure 4: The influence of the poisoning rate on the performance of the final student model using CIFAR-10 dataset.

80% to near 0% when A = 1. On the other hand, our proposed adversarial backdoor attack is able to keep the ASR
consistently high across all A\ values. Our attack leverages adversarial examples that cause the clean teacher model
to produce outputs that inadvertently teach the student model the backdoor behavior, even when the KL divergence
loss dominates. In the end, we can observe the ASR stays above 70% for all A values. The same pattern appears in
(Appendix) Figure [6|on the CIFAR-10 dataset.

The experimental results highlight the limitations of the traditional backdoor attack in the context of knowledge
distillation with a clean teacher model. The traditional backdoor attack fails to transfer the backdoor to the student
model when the KL divergence loss dominates because the clean teacher model does not produce altered outputs in
response to the backdoor triggers. Our attack maintains high ASR across all A values by generating poisoned data that
manipulates the teacher model’s outputs in a way that the student model learns the backdoor behavior through the KL
divergence loss. The evaluation across varying A values demonstrates that our proposed adversarial backdoor attack is
robust and effective regardless of the loss weighting in the knowledge distillation process.

4.4 Performance Evaluation on Poisoning Rate

In this experiment, we examine the effect of varying the poisoning rate on the effectiveness of our adversarial backdoor
attack. By adjusting the proportion of poisoned data in the training set, we aim to understand how the attack success
rate (ASR) and the clean test accuracy (ACC) of the student model are influenced. The experiment is conducted on the
CIFAR-10 dataset with ResNet-18 for both the teacher model and the student model. The temperature 7 = 5 and the
hyper-parameter A are fixed at 0.5 for this experiment. The knowledge distillation learning rate is 1e-3. We vary the
poisoning rate from 10% to 100% in increments of 10%. The poisoning rate refers to the proportion of training data
belonging to the target class that has been generated with a corresponding adversarial backdoor example. For each
poisoning rate, we randomly select a corresponding percentage of images from the target class and embed the backdoor
trigger along with adversarial perturbations. Each experiment is repeated 5 times with different random seeds.

As shown in Figure 4] we plot the average ACC and ASR against the poisoning rate. We also indicate the minimum
and maximum values observed across the repetitions of different random seeds. It illustrates the relationship between
the poisoning rate and the ACC and ASR of our adversarial backdoor attack on the CIFAR-10 dataset. The ASR
increases from approximately 75% to over 95% as the poisoning rate increases from 10% to 100%. The growth in
ASR is nonlinear, with significant gains observed between 10% and 60% poisoning rates, and marginal improvements
beyond 60%. A higher poisoning rate means that more poisoned samples are present during training, increasing the
likelihood that the student model learns the backdoor association. There is also a saturation effect that beyond a certain
point (around 60% poisoning rate), the ASR plateaus, indicating that nearly all possible backdoor behaviors have been
learned by the student model. On the other hand, the ACC remains constant at around 75% across all poisoning rates.
The adversarial backdoor attack is designed to be stealthy, affecting only the model’s behavior on inputs containing
the backdoor trigger while leaving its performance on clean data unaffected. The consistent ACC demonstrates that
increasing the poisoning rate does not degrade the model’s ability to generalize to clean data.
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Evaluation of Student Model's Number of Parameters
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Figure 5: Evaluation of the Adversarial Backdoor Attack with various sizes of the student model.

4.5 Ablation Study: Size of Student Models

In this experiment, we explore how the size of the student model, specifically the number of parameters, influences the
performance of our adversarial backdoor attack. Given that smaller models are often deployed in resource-constrained
environments, understanding this relationship is crucial for assessing the potential risks associated with knowledge
distillation in such settings. We still utilized the CIFAR-10 dataset, and the same ResNet-18 model as the teacher
model. We experiment with eight different configurations of the ResNet architecture for the student model. Specifically,
we decreased the width (number of filters) of the last convolutional layer and the number of parameters ranges from
approximately 11.17 million to 3.01 million. We fixed the temperature 7 = 1 and the learning rate of le-3. We tested
with hyper-parameter A = 0.5 and A = 1 to observe the effects under different balances between Cross-Entropy loss
and KL divergence loss.

Figure [5| presents the clean test accuracy (ACC) and attack success rate (ASR) of student models with varying sizes
under A = 0.5 and A = 1 respectively. The ACC remains relatively stable across different model sizes for both A values.
The accuracy hovers around 62%, with minor fluctuations within the margin of experimental error. This suggests that
model compression through size reduction does not significantly impact the model’s ability to generalize from clean
data. On the other hand, the ASR decreases slightly from over 95% to just above 90% as the model size reduces when
A = 1. For A = 0.5, a similar trend is observed, with ASR decreasing from approximately 94% to 89% as the model
size decreases. Smaller models may have limited capacity to capture the nuanced patterns associated with the backdoor
trigger, leading to a slight drop in ASR.

The results from our experiments provide valuable insights into the impact of student model size on both the clean
performance and vulnerability to our adversarial backdoor attack. The consistent ACC across different model sizes
indicates that knowledge distillation effectively compensates for the reduced capacity of smaller models. The modest
reduction in ASR suggests that while smaller models remain vulnerable to backdoor attacks, their limited capacity
slightly hinders the attack’s effectiveness. Potential reasons could be that smaller models may struggle to simultaneously
learn the primary task and the backdoor mapping due to fewer parameters. Reduced depth and width may limit the
model’s ability to represent the complex features associated with the backdoor trigger. The consistent trends observed
for both A = 0.5 and A = 1 imply that the influence of model size on ASR is not significantly affected by the balance
between loss components. In the end, despite the decrease, the ASR remains relatively high (above 89%) even for the
smallest models tested, demonstrating the robustness of our attack across different model sizes.

5 Conclusion

In this paper, we introduced a novel adversarial backdoor attack that successfully compromises the knowledge distillation
process even when the teacher model is clean. By strategically poisoning the distillation dataset with adversarial
examples embedded with backdoor triggers, we demonstrated that the student model can learn backdoor behaviors
without altering the teacher model. Our extensive experiments across various datasets and settings confirmed the
effectiveness, robustness, and stealthiness of the attack, revealing previously unrecognized vulnerabilities in knowledge
distillation. These findings challenge the assumption that a clean teacher model ensures security, highlighting the

10



A PREPRINT

need for new defense mechanisms. Future work includes developing robust defenses, extending the attack to other
domains, and theoretically analyzing the underlying mechanisms. We hope this research prompts further efforts to
secure knowledge distillation processes against adversarial threats.
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6 Knowledge Distillation Settings

Here we explained the details of hyper-parameter settings of the knowledge distillation process conducted in our
experiments. We used pre-trained models as the teacher models for both the CIFAR-10 and CIFAR-100 datasets. The
whole training set of 50,000 images is used as the knowledge distillation training dataset. Attackers will be able to add
additional images to this training dataset before the knowledge distillation starts. We used a learning rate of le — 3,
temperature 7 = 5, and batch size of 64 as the default value for training. We typically used two different A values to
control the weights between the Cross-Entropy loss and Kullback-Leibler divergence loss. With A = 0.5, each loss is
weighted equally. With A = 1, the knowledge distillation will only use the KL divergence loss to update the student
model. A further study on the influence of hyper-parameter A will also be conducted in the following sections.

Original

Adversarial

Backdoored
Adversarial

Student Accuracy 78.87%
Accuracy Attack Success Rate 99.2%
Table 2: PGD

Original

Adversarial

Backdoored
Adversarial

Student Accuracy
Accuracy Attack Success Rate

Table 3: OnePixel

7 Adversarial Backdoor Examples

For better visualization and understanding of the differences among different adversarial methods, we showed a
comparison of original images, adversarial images, and backdoored adversarial images. Table [2]represents the PGD
[20] adversarial method; TableElrepresents the OnePixel [30] adversarial method; TableElrepresents the Pixle [32]]
adversarial method; Table|§|represents the FGSM adversarial method; Table|§|represents the Jitter [28]] adversarial
method.

8 Performance Evaluation on )\ Values (continue)

This section completes Section [4.3] with experiments on the CIFAR-10 dataset. Figure[6]illustrates the ACC and ASR
of both attacks on the CIFAR-10 dataset. Although we changed to a new dataset with different backdoor labels and
targeted labels, we can still observe the same behaviors as experiments on the CIFAR-100 dataset. Both attacks share
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Original

Adversarial

Backdoored
Adversarial

Student Accuracy 62.32%
Accuracy Attack Success Rate 43.1%
Table 4: Pixle

Original

Adversarial

Backdoored
Adversarial

Student Accuracy 65.93%
Accuracy Attack Success Rate 82.3%
Table 5: FGSM

Influence of A Values on the CIFAR-10 Dataset
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Figure 6: The influence of the A values used in the knowledge distillation loss functions on the performance of the final
student model using the CIFAR-10 dataset.

the same trend that the ACC on clean testing dataset improves as A increases. The traditional backdoor attack is not
able to implant backdoor behaviors in the student model with the increase of X values and decreased from almost 100%

to 0% rapidly. Our adversarial backdoor attack is able to keep the ASR above 80% all the time disregarding the choice
of A values.



Original

Adversarial

Backdoored
Adversarial

Student Accuracy 78.97%
Accuracy Attack Success Rate 93.8%
Table 6: Jitter
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