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Abstract

Large Language Models (LLMs) are identi-
fied as being susceptible to indirect prompt
injection attack, where the model undesir-
ably deviates from user-provided instruc-
tions by executing tasks injected in the
prompt context. This vulnerability stems
from LLMs’ inability to distinguish be-
tween data and instructions within a prompt.
In this paper, we propose CachePrune that
defends against this attack by identifying
and pruning task-triggering neurons from
the KV cache of the input prompt con-
text. By pruning such neurons, we encour-
age the LLM to treat the text spans of in-
put prompt context as only pure data, in-
stead of any indicator of instruction follow-
ing. These neurons are identified via fea-
ture attribution with a loss function induced
from an upperbound of the Direct Prefer-
ence Optimization (DPO) objective. We
show that such a loss function enables ef-
fective feature attribution with only a few
samples. We further improve on the qual-
ity of feature attribution, by exploiting an
observed triggering effect in instruction fol-
lowing. Our approach does not impose any
formatting on the original prompt or intro-
duce extra test-time LLM calls. Experi-
ments show that CachePrune significantly
reduces attack success rates without com-
promising the response quality. Note: This
paper aims to defend against indirect prompt
injection attacks, with the goal of develop-
ing more secure and robust AI systems.

1 Introduction

The rapid advancements in Large Language Mod-
els (LLMs) (Achiam et al., 2023; Touvron et al.,
2023) have revolutionized natural language pro-
cessing (NLP) for a wide range of tasks (Becker
et al., 2024; Upadhyay et al., 2024). However,
these models exhibit a critical vulnerability on in-
direct prompt injection attacks (Yi et al., 2023;

Figure 1: Illustration of indirect prompt injection
attack with LLMs.

Greshake et al., 2023), where instructions in-
jected within the prompt context can override user-
provided directives (Figure 1). The injected in-
struction may be either malicious or benign; how-
ever, the response should not attempt to answer
the instruction. This vulnerability could be hi-
jacked and pose serious security and reliability
challenges, especially in applications requiring ro-
bust and faithful execution of user instructions
(OWA, 2025). Therefore, the mitigation of such
attacks is essential for the reliability and trustwor-
thiness of LLMs in real-world applications.

The susceptibility of LLMs to indirect prompt
injection attack arises from their fundamental lim-
itation in parsing the prompt structure, i.e., un-
able to distinguish between data and instructions
within a prompt (Zverev et al., 2024; Chen et al.,
2024a). In defending against such attacks, re-
training the LLMs (Chen et al., 2024a; Piet et al.,
2024; Chen et al., 2024b) to adhere to the prompt
structure can be computationally prohibitive. Al-
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ternatively, existing mitigation strategies focus on
imposing rigid prompt formatting with reminder
instructions (Wu et al., 2023; Hines et al., 2024) or
implementing supplementary test-time workflows
(Wang et al., 2024; Jia et al., 2024), so that the user
requests are prioritized in response generation.
Such modifications often result in limited defense
effects or incurring supplementary test-time com-
putation with extra LLM calls for each response
processed. Additionally, they could potentially in-
terfere with the intended user instructions, thereby
undermining the quality of the model’s output.
These limitations highlight the need for alterna-
tive and efficient solutions that mitigate the attacks
while not overly altering the original prompt and
its response generation workflow.

In this paper, we focus on the source of LLMs’
vulnerability, i.e., the model’s confusion between
user-specified context (data) and instruction. We
start our approach with a fundamental question:
What makes the difference between data and in-
struction from the LLMs’ perspective? Different
from the user, the LLM has its own way of telling
between data and instructions. Specifically, a text
span is identified as an instruction by the LLM if
the model responds to it by giving a solution, while
it is identified as data if the model only leverages
its content as supportive information. The indirect
prompt injection attack occurs when such defini-
tion misaligns with the user-defined spans of con-
text and instruction. To solve this misalignment,
we propose CachePrune that 1) identifies neurons
that can make a difference between data and in-
struction for the LLM, and 2) prune to enforce
such difference between the user-defined context
and instruction, so the context span is only treated
as supportive information instead of any indicator
of instruction following. Specifically, we leverage
feature attribution for 1) that attributes the model
generations back to the neurons in the Key-Value
(KV) cache of the prompt context. Notably, our
analysis reveals that the execution of injected in-
structions relies on the activating of only a small
subset of neurons (e.g., 0.5%). For 2), we prune
such neurons on the span of input context from
the prompt KV cache. In this way, we enforce the
LLM to interprete the input context exclusively as
pure data, thus mitigating the risk of responding to
its injected instructions.

Our feature attribution relies on a proposed
loss function induced from an upperbound of the

Direct Preference Optimization (DPO) (Rafailov
et al., 2024) objective. We show that it is sam-
ple efficiency that enables effective feature attri-
bution with only a few samples. We further im-
prove on the quality of feature attribution leverag-
ing an observed trigerring effect in the instruction
following. Notably, our proposed CachePrune
is lightweight, requiring only a mask of identi-
fied neurons for pruning, without introducing extra
test-time computation or LLM calls per response.
It is complementary to the existing defensive ap-
proaches that modify the original prompt or work-
flow of response generation.

To summarize, our contributions are as follows:

• We propose CachePrune that mitigates indi-
rect prompt injection attack, by identifying
and pruning neurons in the context KV cache
that trigger instruction following. This en-
forces the LLM to treat the input context as
pure data, thus preventing the LLM from re-
sponding to the injected instruction.

• In identifying these neurons, we propose a
feature attribution mechanism with a loss
function that enables effective attribution
with only few samples. We also leverage an
observed triggering mechanism that further
improves the quality of feature attribution.

• We demonstrate through experiments that our
approach significantly reduces the success
rates of prompt injection attacks while not
compromising the response quality.

2 CachePrune

2.1 Preliminary
Prompting LLMs: Let x = [xt]

T
t=1 ∼ X be an

input prompt with T tokens, consisting of the user-
specified instruction and its context. pθ(·|x) is the
output probability with an LLM of L layers pa-
rameterized by θ. The LLM is expected to answer
the user-specified instruction, leveraging the con-
text as data that provides supporting information.
Here, the data may not necessarily be numeric, but
a text span of supporting information that helps
solve the instruction.

State-of-the-art LLMs generally adopt the
Transformer (Waswani et al., 2017) architecture,
where each token xt is encoded by layer l into a
key vector kt,l ∈ RD and a value vector vt,l ∈
RD. Let Hx = [ht]

T
t=1 be the KV cache of



prompt x, where ht = [kt,1; vt,1; · · · ; kt,L; vt,L] ∈
R2×D×L is the concatenation of key and value
vectors from all layers in step t. For a length-K
response y = [yt]

K
t=1 ∈ Y , yt is generated with,

pθ(yt|x, y<t) = p(yt|Hx, y<t, θ) (1)

where y<t denotes the response tokens up to step
t. Hx is independent of the response, and thus is
reused with different yt.
Indirect Prompt Injection Attack: In an indirect
prompt injection attack, the prompt context is in-
jected with instructions from third party. The in-
jected instructions can be malicious or not, but are
not intended to be responded by the LLM. As il-
lustrated in Figure 1, we define yp ∼ Yp

x as a poi-
soned response of x, if yp deviates from the user
instruction but responds to the injected ones from
context. Similarly, we define yc ∼ Yc

x as a clean
response of x if yc ignores the injected instruc-
tions. In evaluation, we call an LLM being sub-
jected to indirect prompt injection attack with x if,

y∗ = argmaxy pθ(y|x) ∈ |Yp
x| (2)

| · | is the support of a distribution. y∗ can be ap-
proximated with greedy sampling.

Defending against an indirect prompt injection
attack can be characterized as promoting yc over
yp in the response generation. In this paper, we
achieve it by identifying and pruning neurons of
the KV Cache that trigger the LLM responding to
the injected instructions in context. Our approach
that prunes on the KV Cache is compatible with
context caching (gem, 2025; ope, 2025), e.g., en-
abling efficient prompting when there are multiple
questions/instructions with the same cached con-
text. For such cases, the KV-Cache of the context
or prompts only needs to be pruned once, then reli-
ably saved for future LLM calls without worrying
about being attacked by its injections.

2.2 Defending Against Indirect Prompt
Injection Attack

To defend against indirect prompt injection at-
tacks, our approach leverages the LLM’s inher-
ent ability to distinguish between data and instruc-
tions, enforcing this distinction so the LLM can
recognize the boundary between user-provided
context and instruction.

Specifically, as discussed in Section 1, an input
text span is considered data if the LLM leverages

it solely as supporting information without follow-
ing it as an instruction. Therefore, we characterize
the distinction between data and instruction as fea-
tures in the prompt KV cache that trigger the LLM
to react on injected instructions. We identify these
features through feature attribution and selectively
prune them from the input context span, ensuring
that the LLM interprets the context as pure data.
By enforcing the LLM’s awareness on the bound-
ary between input context and instructions, this
approach enhances the model’s resilience against
prompt injection attacks.

Feature Attribution. We aim at identifying key
features within the prompt’s KV cache that con-
tribute to the observed difference in the LLM’s
behavior, i.e., when interpreting the input con-
text as either pure data or as instructions. Let
Lattr : Yc

x × Yp
x × X → R be an attribution loss

function that captures such difference in LLM out-
puts. Specifically, we have a larger Lattr indicat-
ing the LLM mistakenly treats the input context
as instructions, i.e., by preferring a poisoned re-
sponse yp over the clean one yc. For clarity, we
defer the details of the loss function to Section 2.3.

In attributing Lattr to features in the KV cache,
we follow Shrikumar et al. (2017); Yang et al.
(2022) that score each feature by its contribution
to Lattr(Yc

x,Y
p
x;X ). Let hit be the ith feature of

the key-value vector ht, which is scored by,

ait = hit ×
∂Lattr(Yc

x,Y
p
x;X )

∂hit
(3)

where ait is the attribution score of hit. It is
straightforward to see that hit with larger ait sug-
gests a more significant contribution to Lattr, thus
is more indicative of the model’s interpretation on
data vs. instruction over the input context.

In our approach, we perform feature attribution
solely on the input context span, as injected in-
structions are embedded exclusively within the in-
put context. Let cs and ce be the input token in-
dex that marks the start and end of user-specified
context, respectively. We denote A = [at]

ce
t=cs be

our attribution matrix and at = [ait]
2×D×L
i=1 is the

attribution vector for ht. In the experiments, we
compute A with N = 8 samples. ht>ce will be
generated with the pruned [ht]

ce
t=cs during testing.

Aggregation. Note that hit with the same dimen-
sion i originate from the same neuron. Thus, we
aggregate attribution scores for each neuron by



Figure 2: Illustration of our workflow of defending against indirect prompt injection.

taking the maximum value across time steps,

ai,neu = max
t

ait, i ∈ [1, · · · , 2×D × L] (4)

where aneui is the aggregated score of the neuron
corresponding to the ith dimension. We take the
maximum for each neuron to emphasize its contri-
bution to outputs when the neuron is activated.

A neuron with large ai,neu is more influential
on the LLM’s output, i.e., either treating the con-
text as pure data or reacting on its injected instruc-
tions. This answers the question raised in Section
1: The activation of such neurons makes a differ-
ence on the LLM’s view over data vs instruction,
by triggering the LLM to respond to the injected
instruction in context.

Pruning. In our approach, we leverage the iden-
tified neurons with large ai,neu to enforce the
boundary between user-specified context and in-
struction. On way to achieve this is to prune the
top p% of neurons with the largest value of ai,neu.
However, this would result in response with low
quality since our Lattr is only about poison vs.
clean, without considering the response quality.

To maintain the response quality after pruning,
we only prune from a subset of neurons Φ up to
p% of all the neurons. We defer the definition of
Φ to Section 2.3. This pruning effectively acts as
a mask over the feature dimensions. Let τ be a
threshold of pruning based on ai,neu,

τ = supτ∈RPr(ai,neu ≥ τ, i ∈ Φ) ≤ p (5)

Pr is uniform over all neurons. Each dimension i
is masked with mi that,

mi = 1− α · 1{ai,neu ≥ τ, i ∈ Φ} (6)

where 1 is the indicator function with α defaults as
1. mi reflects the LLM’s own recognition of what
differentiates pure data from instructions. Apply-
ing this mask over the context enforce the LLM
interprete the context solely as data, thus mitigat-
ing indirect prompt injection attack. We abstract
our workflow in Figure 2.

2.3 The Attribution Loss
According to Section 2.2, the feature attribution is
guided by an attribution loss Lattr, which quanti-
fies the observed difference between interpreting
the input context as either pure data or instruc-
tions. This can be evaluated as an objective of
preference optimization, among which the most
common and effective one is the Direct Preference
Optimization (DPO) (Rafailov et al., 2024).In the
context of indirect prompt injection, the DPO ob-
jective LDPO can be defined as,

LDPO = E(x,yc,yp)∼D[log σ(β log
pθ(y

p|x)
pref (yp|x)

− β log
pθ(y

c|x)
pref (yc|x)

)].

(7)

where β > 0, D = {X ,Yc
x,Y

p
x} is the perference

optimization dataset. σ(·) is the sigmoid func-
tion. An accurate estimation of LDPO will ideally
capture the difference between the LLM’s percep-
tion on data vs. instruction. Specifically, a higher
LDPO indicates the context being mistakenly per-
ceived as instruction, and vice-versa.

However, the LLM’s output complexity grows
exponentially with the response length. As a re-
sult, it requires substantial sampling and compu-
tation to estimate the expectation in (7) with low
variance. In this paper, we instead derive our loss
function from an upperbound of LDPO.
Theorem 1. Given the input prompt x ∼ X , let
yc ∼ Yc

x and yp ∼ Yp
x denotes the clean and poi-

soned responses to x, respectively. The preference
optimization with LDPO can be upperbounded by
Lu
DPO, s.t.,

Lu
DPO = Ex∼X ( log

pθ(y ∈ |Yp
x| |x)

pθ(y ∈ |Yc
x| |x)

+H(Yc
x|x)−H(Yp

x|x) ) + Cref,D
(8)

where | · | is the support of a distribution. Cref,D
is a constant to θ that is functioned by D and the



DPO reference model ref . H(Yc
x|x) and H(Yp

x|x)
are the entropy of clean and poisoned responses
given x. pθ(y ∈ |Yp

x| |x) is the gross probability of
generating poisoned responses from x, and similar
to pθ(y ∈ |Yc

x| |x). The proof is in Appendix A.
Lu
DPO in Theorem 1 provides us some insights

on preference optimization in the context of an in-
direct prompt injection attack. Specifically, the
objective of preference optimization can be cate-
gorized into the following two aspects:

• (Probability) pθ(y ∈ |Yp
x| |x) vs. pθ(y ∈

|Yc
x| |x). The first expectation term in (8)

promotes the generation of clean responses
(|Yc

x|), while suppressing the poisoned re-
sponses (|Yp

x|).

• (Uniformity) H(Yc
x|x) vs. H(Yp

x|x). From
the two entropy terms in (8), the preference
optimization also modifies the response uni-
formity by 1) maximizing the entropy of poi-
soned responses, so not a single poisoned re-
sponse gets a large probability. 2) minimiz-
ing the entropy of clean responses, so the
model can generate a few high-quality clean
responses with large likelihood.

Especially, the clean and poison probabilities
pθ(y ∈ |Yp/c

x | |x) are not sufficient to capture
the objective of preference optimization. In or-
der to minimize (8), we should also attend to
the uniformity with H(Yp/c

x |x). This requires
computing the expectation over the generated re-
sponses,which is sample inefficient due to the
complexity of the space of generated responses.
Here, we delegate the entropy terms with the most
probable poison and clean responses, denoted as
y
p/c,∗
x = argmax

y∈|Yp/c
x |pθ(y|x). Intuitively, given

the gross probability pθ(y ∈ |Yp/c
x | |x), H(Yp/c

x |x)
should be generally lowered if yp/c,∗x gets higher
probability, vice versa. Therefore, we define an
attribution loss that is inspired from (8), i.e.,

Lattr
full = Ex∼X ( pθ(y

p,∗
x |x)− pθ(y

c,∗
x |x) ) (9)

where full denotes feature attribution with all re-
sponse tokens, which will be discussed later.

We can observe that (9) captures both the ob-
jectives of probability and uniformity in (8): a)
Minimizing (9) promotes pθ(y ∈ |Yc

x| |x), while
suppressing pθ(y ∈ |Yp

x| |x). b) Given the gross
probability pθ(y ∈ |Yp/c

x | |x), we have

• ↓pθ(yp,∗x |x) ⇒↑H(Yp
x|x), which corresponds

to the above discussed uniformity 1).

• ↑ pθ(y
c,∗
x |x) ⇒↓ H(Yc

x|x), which fulfills the
above uniformity 2).

Formally, the association between (8) and (9) can
be described with the following Lemma.

Lemma 1. Lattr
full that is ranged between [−1, 1] is

closely associated with Lu
DPO by,

lim
Lattr
full→1

Lu
DPO = +∞ (10)

lim
Lattr
full→−1

Lu
DPO = −∞ (11)

We can obseve that Lemma 1 will no longer
hold with only few samples, if we follow (7)
that replace yp/c,∗ with yp/c in Lattr

full. This sug-
gests to sample with the most probable responses
for feature attribution. In experiemnt, we sam-
ple yp,∗ with greedy decoding when pθ(y

p,∗|x) >
pθ(y

c,∗|x), then pθ(y
c,∗|x) is approximated also

using greegy decoding but with injected instruc-
tion removed. Conversely, we sample yc,∗ with
greedy decoding when pθ(y

p,∗|x) <= pθ(y
c,∗|x).

In this case, yp,∗ is approximated by concatenat-
ing the injected instruction with user queries, so
that the model cannot ignore the injected instruc-
tion. Please refer to Figure 6 for details.

The subset Φ. With (9), we can find that the attri-
bution score (3) can be decomposed into,

ait = hit ×
∂Ex pθ(y

p,∗
x |x)

∂hit︸ ︷︷ ︸
ait,p

−hit ×
∂Ex pθ(y

c,∗
x |x)

∂hit︸ ︷︷ ︸
ait,c

(12)
ait,p and ait,c are the scores for poisoned and clean
contributions. Correspondinglly, we can have
ai,neup = maxt a

i
t,p and ai,neup = maxt a

i
t,c. We

want to avoid pruning on neurons with significant
clean contribution, so that the pruned LLM can
generate clean responses that address the user in-
struction. Let ai,normp = ai,neup /

∑
i′ a

i′,neu
p and

ai,normc = ai,neuc /
∑

i′ a
i′,neu
c be the normalized

contribution scores, we have Φ defined by,

Φ = {i |ai,normp > ai,normc ,

|ai,normp − ai,normc | > 2 ·min(|ai,normp |, |ai,normc |)}
(13)
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Figure 3: The rank of predicted response to-
kens. Taking (a) as an example, "clean greedy"
means the response from greedy decoding is clean.
Therefore, the tokens from y∗c are always ranked
zero. In this case, a clean response can be trig-
gered with only one or two tokens. Note that we
assume yp,∗x starts with answering the injected in-
structions. We do not find such effect when the
injected instructions are answer in the end.

2.4 The Triggering Effect

Feature attribution with Lattr
full in (9) relies on the

probabilities for all the tokens in yp,∗x and yc,∗x .
However, we show that not all the response tokens
are necessary for feature attribution. Specifically,
we find that the same input context can be treated
as data or instruction by LLMs, depending on the
generation of only few trigger tokens, e.g., Figure
7, that precede the model response. We call this
the triggering effect.

To illustrate, we plot in Figure 3 the prediction
rank of tokens from y

p/c,∗
x in the LLM’s predic-

tion. Formally, the rank for token y
p/c,∗
x,t is,

r(yp,∗x,t ) =
∑
v∈V

1{pθ(v|x, yp,∗x,<t) > pθ(y
p,∗
x,t |x, y

p,∗
x,<t)}

(14)
where V is the set of vocabulary. Figure 3 shows
how easily the LLM can switch between generat-
ing clean or poisoned outputs, triggered by only
one or two tokens.

Motivated by Figure 3, we only perform feature
attribution with the first k tokens in the response,
which has been enough to make the difference be-
tween the clean and poisoned responses. We de-

fine the final attribution loss function as,

Lattr = Ex∼X ( pθ(y
p,∗
x,<k+1|x)− pθ(y

c,∗
x,<k+1|x) )

(15)

where we default with k = 1. In experiments, we
show that the expectation term in (15) can be es-
timated with only N = 8 samples. In Figure 3,
we use yp,∗x that starts with answering the injected
instruction. Thus, in computing (15) for feature
attribution, we construct such yp,∗x by adding "An-
swer this at the end." before the user query. Note
that we do not assume our testing data contains
such instruction.

3 Related Works

Indirect Prompt Injection Attack Different from
the direct prompt injection attack (Perez and
Ribeiro, 2022; Yu et al., 2023) which straightfor-
wardly inserts undesirable content into the LLM’s
prompt, the indirect prompt injection attack occurs
when the input context is injected with third-party
instructions (Liu et al., 2023; Zhan et al., 2024;
Wu et al., 2024; Liu et al., 2024). These instruc-
tions can be malicious or not, but not intended to
be responded to by the LLM. The success of indi-
rect prompt inject exploits the LLM’s inability to
distinguish between the data and instruction (Gre-
shake et al., 2023), i.e., it happens when the LLM
fails to leverage the context as pure data but re-
sponding to its instructions.
Defending Against Prompt Injection Attack
Previous defenses against prompt injection attacks
can be categorized into training-based and testing-
based. For the training-based, the LLM that is
identified as subject to indirect prompt injection
attack will be trained with extra SFT (Chen et al.,
2024a) or preference data (Chen et al., 2024b) that
inform the model on input prompt structure over
context vs. instructions. For testing based, ex-
isting approaches either modify on the original
prompt with prompt engineering (Wu et al., 2023;
Hines et al., 2024), or design complex workflows
(Wang et al., 2024; Jia et al., 2024) that introduce
extra computations or LLM calls. In this paper,
we mitigate the attack with a focus on the founda-
tional problem of the discretion between data and
instructions. Our CachePrune is compatible with
the existing approaches, while not modifying the
prompt or introducing extra two time LLM calls.



Model Method
SQuAD HotpotQA Wildchat

ASR F1(clean) F1 (attack) ASR F1(clean) F1 (attack) ASR GPT-Score

LLama3-8B

Vanilla 27.86 28.20 19.56 69.01 16.24 5.12 14.50 3.32
Delimiting 23.60 29.34 20.56 77.24 17.06 6.34 16.00 3.12

Datamarking 13.25 28.56 21.45 26.23 16.16 10.34 7.50 2.98
Encode_Base64 6.56 13.34 11.56 3.05 4.24 3.19 5.50 1.52

CachePrune 7.44 ± 0.22 28.68 ± 0.30 22.84± 0.18 15.23 ± 1.56 16.21 ± 0.61 10.97 ± 0.35 2.00 ± 0.41 3.32 ± 0.10

Mistral-7B

Vanilla 9.01 22.78 19.04 25.60 14.10 10.12 2.00 3.88
Delimiting 5.28 24.38 20.07 17.02 14.34 12.01 0.5 3.93

Datamarking 6.37 23.56 21.34 6.26 14.56 12.94 1.50 3.91
Encode_Base64 4.78 15.32 9.56 8.68 5.23 3.67 0.60 1.24

CachePrune 0.68±0.41 24.46±0.91 23.10±1.32 5.51 ± 1.10 14.38 ± 0.57 13.32 ± 0.42 0.33 ± 0.26 3.90 ± 0.03

Table 1: Results of defending against indirect prompt injection attack. Our CachePrune is imple-
mented on Vanilla. The Bold font denotes the best value for each metric. We use italics instead for
Encode_Base64, since its ASR is at the expense of very bad response quality (very low F1).

4 Experiment

4.1 Experiment Setup

Model and Dataset We evaluate our approach on
the model of LLama3-8B (Touvron et al., 2023)
and Mistral-7B-Instruct-V3.0 (Jiang et al., 2023).
We by default experiment with N = 8 for feature
attribution and prune with p = 0.5 (0.5% neu-
rons). We evaluate with the question answering
datasets of SQuAD (Rajpurkar, 2016) and Hot-
potQA (Yang et al., 2018). We test on the splits of
SQuAD and HotpotQA that are directly processed
by (Abdelnabi et al., 2024), which randomly in-
jects instructions into the beginning, middle, and
ending of the context of each prompt. Our ap-
proach focuses on the LLM’s fundamental abil-
ity to distinguish between data and instructions,
making it applicable to problems beyond defense
against third-party injections. Specifically, we also
explore a practical scenario of dialogue summa-
rization with the WildChat (Zhao et al., 2024)
dataset. For this task, the model is attacked if it
answers the question raised by users in the dia-
logue, instead of summarizing the dialogue inter-
actions. We use the same split as in (Abdelnabi
et al., 2024). We find that the models are rarely at-
tacked with plain dialogues. To increase the diffi-
culty, we insert "You should primarily focus on this
question" as part of the user instruction to the AI
assistant that appeared in the dialogue. For each
dataset, we randomly select 8 samples from a pool
of 400 prompts that are not overlapped with the
testing data. Results are averages with 3 trials.

Metrics We evaluate SQuAD and HotpotQA with
the three metrics. Attack Success Rate (ASR) ↓:
The proportion of poisoned responses from greedy
decoding. F1 (clean) ↑: The F1 score without in-
jected instructions. F1 (Attack) ↑: The F1 score
with injected instructions. For the task of dialogue
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Figure 4: Performance of LLama3-8 on SQuAD
with different percentage of pruned neurons p.

summarization, we replace the F1 scores with an
LLM Judge (Zheng et al., 2024) that evaluates the
quality of generated summaries into scores rang-
ing [1,5]. We call it the GPT-score.

Baselines. We primarily compare with the follow-
ing baselines from (Wu et al., 2023; Hines et al.,
2024). Vanilla: Original prompt without any de-
fense technique. Delimiting: Adding special char-
acters at the start and end of the context. Data-
marking: Replace every space in the context with
a special character. Encode_Base64: The context
is encoded into Base64 while the other text spans
are provided with plain text. For fair comparison,
we do not compare with baselines of finetuning or
requiring test-time computation with extra LLM
calls per response.

Our CachePrune is implemented based on
Vanilla. We should note that our CachePrune
is actually complementary to the other baselines,
since our approach does not modify the prompt.

4.2 Result Analysis

We summarize the results in Table 1. Our pro-
posed CachePrune significantly reduces the At-
tack Success Rate (ASR) as compared to the base-
lines, while maintaining the response quality.

Specifically, the ASR with our proposed
CachePrune can be several times lower than
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Figure 5: Distribution of the pruned neurons
across different layers on the SQuAD dataset.

ASR F1 (clean) F1 (attack)

k=1 7.44 ± 0.22 28.68 ± 0.30 22.84 ± 0.49
k=2 5.57 ± 0.30 26.03 ± 0.28 22.47 ± 0.37
k=4 10.77 ± 0.45 24.71 ± 0.37 19.29 ± 0.33
Lattr
full 14.81 ± 0.59 25.63 ± 0.39 19.78 ± 0.55

Table 2: Performance of LLama3-8b on SQuAD
with different k. Lattr

full means we attribute with all
the tokens in the response.

Vanilla, Delimiting, and Datamarking. The
Encode_Base64 yields ASR that is comparable to
CachePrune, but at the expense of very low F1
scores. We reckon that this is because the modifi-
cation on context with Encode_Base64 is too com-
plex for our LLMs, resulting in the model under-
standing the context. This highlights a deficiency
of defending with prompt engineering, i.e., the
manually designed complex marking on the input
context may increase the difficulty for the LLM to
comprehend the context information. On the con-
trary, our approach leverage the LLMs’ perspec-
tive on the difference between data and instruc-
tion, instead of relying on complex human engi-
neering. Additionally, we can find that the score
of F1 (attack) is generally lower than F1 (clean),
suggesting that responding to the injected instruc-
tions could limit the LLMs’ ability to solve the
user-specified ones.

In Figure 5, we plot the distribution of pruned
neurons across layers. It can be observed that the
neurons that are indicative of the data vs instruc-
tion concentrate in the middle layers of the LLM.
This is aligned with previous studies, e.g., Huang
et al. (2024), showing that the middle layers are
more capable of capturing abstract and complex
concepts. Additionally, it is interesting to find that
there are more key neurons being pruned in layers
of LLama3-8b, indicating that the LLama model is
trained to perceive instructions with the key vec-
tors. In comparison, the Mistral model is more
balanced with keys and values in distinguishing
between the concepts of data vs. instructions. In

ASR F1 (clean) F1 (attack)

α=1.5 6.40 ± 0.32 26.71 ± 0.53 20.22 ± 0.56
α=1.0 7.44 ± 0.22 28.68 ± 0.30 22.84 ± 0.49
α=0.5 10.77 ± 0.61 28.33 ± 0.40 21.29 ± 0.61
α=0.3 13.50 ± 0.70 28.91 ± 0.37 21.78 ± 0.43

Table 3: Performance of LLama3-8b on SQuAD
with differen values of α.

ASR F1 (clean) F1 (attack)

Vanilla Code 17.5 29.01 22.56
Code → Code 1.77 ± 0.13 31.38 ±1.22 24.30 ± 0.65
Text → Code 3.20 ± 0.53 32.20 ± 1.08 25.87 ± 0.82
Vanilla Text 45.15 26.96 12.35
Text → Text 9.23 ± 0.39 27.33 ± 1.45 21.39 ± 1.13
Code → Text 16.9 ± 1.25 26.57 ± 0.76 20.21 ±0.42

Table 4: Transferring the mask from feature attri-
bution between code-based and text-based attack.

Figure 5, we plot the model performance with the
prune ratio p. It can be observed that the prun-
ing not necessarily decrease the F1 (clean). This
could because the masking on context improves
the LLM’s undersdanding of the prompt structure
(context vs instruction).

In Table 2, we list the performance of LLama3-
8B on SQuAD, with different values of k. It sug-
gests that the earlier tokens in the generation of the
response are more indicative of the model’s deci-
sion on data vs. instruction. Table 3 shows the
performance with the ratio of masking α. This
shows that our identified neurons are indeed re-
flects the model’s own definition of data vs. in-
struction, with lower ASR corresponding to larger
degree of masking (α ↑). In Table 4, we show
with SQUaD that the mask learn from text/code-
based attack can be effectively transferred to de-
fend code/text-based attack. We inject on SQuAD
context with code-based attack from Chaudhary
(2023) and text-based attack from Ji et al. (2023).

5 Discussion

We presented a lightweight and efficient approach
to mitigate the indirect prompt injection attack. By
identifying and neutralizing task-triggering neu-
rons in the key-value (KV) cache, our approach
enforces the model treat the input context as solely
supportive data. Experimental results demonstrate
that CachePrune significantly reduces the ASR
without compromising output quality.

Note: The goal of our paper is to develop safer
and more trustworthy AI systems that are resilient
to indirect prompt injection attacks.
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A Proof of Theorem 1

Theorem 1. Given the input prompt x ∼ X , let
yc ∼ Yc

x and yp ∼ Yp
x denotes the clean and poi-

soned responses to x, respectively. (x, yc, yp) ∼
D = (X,Y c

x , Y
p
x ) is the dataset of perference op-

timization. pθ(·|x) is the output probability with
an LLM parameterzed by θ. The preference op-
timization with LDPO can be upperbounded by
Lu
DPO, s.t.,

Lu
DPO = Ex∼X ( log

pθ(y ∈ |Yp
x| |x)

pθ(y ∈ |Yc
x| |x)

+H(Yc
x|x)−H(Yp

x|x) ) + Cref,D
(16)

where |·| is the support of a distribution. Cref,D is a
constant to θ that is functioned by D and the DPO
reference model ref . H(Yc

x|x) and H(Yp
x|x), re-

spectively, are the entropy of clean and poisoned
responses given x. pθ(y ∈ |Yp

x| |x) is the prob-
ability of generating poisoned responses from x,
and similar to pθ(y ∈ |Yc

x| |x).

Proof. In the context of defending against the
prompt injection attack with (x, yc, yp) ∼ D, the
DPO objective LDPO can be defined as,

LDPO = E(x,yc,yp)∼D[log σ(β log
pθ(y

p|x)
pref (yp|x)

− β log
pθ(y

c|x)
pref (yc|x)

)].

(17)

where σ(·) is the sigmoid function and β > 0 is
a regularization parameter. The reference model
ref serves as an anchor in a way that the mini-
mization of LDPO is also minimizing the follow-
ing KL divergence,

DKL[pθ(y|x) || pref (y|x)]. (18)

ref is chosen before training. In this proof, we
choose ref to be a model that is more immune to
the indirect prompt injection attack compared to
the LLM with θ, i.e.,

pref (y
c|x) > pθ(y

c|x) (19)

pref (y
p|x) > pθ(y

c|x) (20)

This choice of ref is reasonable since it makes
LDPO a strong object in defending against prompt
injection attack due to (18).

With (19) and (19), we can observe that,

S = log
pθ(yp|x)
pref (yp|x)

− log
pθ(yc|x)
pref (yc|x)

) > 0 (21)

This follows that the log σ(·) in (17) should be
concave since,

• log(·) is a concave function, and the σ(·) in
(17) is also concave given that its inputs S
and β are both positive.

• Both log(·) and σ(·) are monotonically in-
creasing.

Then, we can upperbound LDPO following the
Jensen’s Inequality,

LDPO = E(x,yc,yp)∼D[log σ(β · S)] (22)

≤ log σ(β · E(x,yc,yp)∼DS). (23)

Since (23) only relies on the expectation term
within σ(·), we define our upperbound objective
as,

Lu
DPO := E(x,yc,yp)∼D S (24)

We rewrite Lu
DPO as,

Lu
DPO = E(x,yc,yp)∼D( log

pθ(y
p|x)

pref (yp|x)

− log
pθ(y

c|x)
pref (yc|x)

) (25)

= E(x,yc,yp)∼D(log pθ(y
p|x)

− log pθ(y
c|x)) + Cref,D, (26)

where,

Cref,D = E(x,yc,yp)∼D log
pref (y

c|x)
pref (yp|x)

, (27)

is a constant to θ that only depends on dataset D
and the choice of ref .

The first term in (26) can be decomposed by,

E(x,yc,yp)∼D(log pθ(y
p|x)− log pθ(y

c|x))

= Ex∼X (
∑
yp

pθ(Yp
x = yp|x) log pθ(yp|x)︸ ︷︷ ︸

Vp

−
∑
yc

pθ(Yc
x = yc|x) log pθ(yc|x)︸ ︷︷ ︸

Vc

). (28)

Then, we can have,

Vp =
∑
yp

pθ(Yp
x = yp|x) log pθ(yp|x) (29)

=
∑
ypx

pθ(Yp
x = yp|x)·

log(pθ(Yp
x = yp|x) · p(y ∈ |Yp| |x))

(30)

= −H(Yp|x) + log p(y ∈ |Yp| |x) (31)



Similarly, Vc can be expressed as,

Vc = −H(Yc
x|x) + log p(y ∈ |Yc

x| |x) (32)

Combining (26), (31) and (32) together, we can
write Lu

DPO as,

Lu
DPO = Ex∼X ( log

pθ(y ∈ |Yp
x| |x)

pθ(y ∈ |Yc
x| |x)

+H(Yc
x|x)−H(Yp

x|x) ) + Cref,D
(33)

B Proof of Lemma 1

Lemma 1. Lattr
full that is ranged between [−1, 1] is

closely associated with Lu
DPO by,

lim
Lattr
full→1

Lu
DPO = +∞ (34)

lim
Lattr
full→−1

Lu
DPO = −∞ (35)

Proof: Recall in Section 2.3 that,

Lu
DPO = Ex∼X ( log

pθ(y ∈ |Yp
x| |x)

pθ(y ∈ |Yc
x| |x)

+H(Yc
x|x)−H(Yp

x|x) ) + Cref,D
(36)

Lattr
full = Ex∼X ( pθ(y

p,∗
x |x)− pθ(y

c,∗
x |x) ) (37)

Lattr
full → 1: For this case, we can have

pθ(y
p,∗
x |x) → 1 and pθ(y

c,∗
x |x) → 0. Let N c

x

be the number of responses in |Yc
x|. Thought the

number of possible responses grows exponentially
with the response length, N c

x should still be a lim-
ited number, since the LLM has limited context
length.
Then, we can find the limit of the terms in (36),

lim
pθ(y

c,∗
x |x)→0

pθ(y ∈ |Yc
x| |x)

≤ lim
pθ(y

c,∗
x |x)→0

N c
x × pθ(y

c,∗
x |x) = 0

(38)

lim
pθ(y

p,∗
x |x)→1

pθ(y ∈ |Yp
x| |x) = 1 (39)

H(Yc
x|x) > 0 (40)

lim
pθ(y

p,∗
x |x)→1

H(Yp
x|x) = 0 (41)

Therefore, we have limLattr
full→1 Lu

DPO = +∞.

Lattr
full → −1: For this case, we can have

pθ(y
p,∗
x |x) → 0 and pθ(y

c,∗
x |x) → 1. Similar to

above, we can find the limit values of,

lim
pθ(y

c,∗
x |x)→1

pθ(y ∈ |Yc
x| |x) = 1 (42)

Figure 6: An example prompt for question answer-
ing. The testing prompt consists of text message
in black and red. When the greedy sampled re-
sponse is poisoned, we same the clean response
by removing the red message (also no green mes-
sage). When the greedy sampled response is clean,
we sample a poisoned response by adding the blue
message to the text message of black and red.

Figure 7: Examples of the first word of the LLM
response. These words a generally not specific to
the injected or user-specified tasks. However, their
presents ai the beginning of the response can trig-
ger the LLM to switch between executing injected
or user-specified instructions.

lim
pθ(y

p,∗
x |x)→0

pθ(y ∈ |Yp
x| |x) = 0 (43)

H(Yp
x|x) > 0 (44)

lim
pθ(y

c,∗
x |x)→1

H(Yc
x|x) = 0 (45)

Therefore, we have limLattr
full→1 Lu

DPO = −∞.

In summary, the value of Lattr
full is closely related

to the upperbound Lu
DPO in Theorem 1.


