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ABSTRACT

The growing adoption of artificial intelligence (AI) has amplified
concerns about trustworthiness, including integrity, privacy, ro-
bustness, and bias. To assess and attribute these threats, we propose
ConceptLens, a generic framework that leverages pre-trained mul-
timodal models to identify the root causes of integrity threats by
analyzing Concept Shift in probing samples. ConceptLens demon-
strates strong detection performance for vanilla data poisoning
attacks and uncovers vulnerabilities to bias injection, such as the
generation of covert advertisements through malicious concept
shifts. It identifies privacy risks in unaltered but high-risk sam-
ples, filters them before training, and provides insights into model
weaknesses arising from incomplete or imbalanced training data.
Additionally, at the model level, it attributes concepts that the tar-
get model is overly dependent on, identifies misleading concepts,
and explains how disrupting key concepts negatively impacts the
model. Furthermore, it uncovers sociological biases in generative
content, revealing disparities across sociological contexts. Strik-
ingly, ConceptLens reveals how safe training and inference data
can be unintentionally and easily exploited, potentially undermin-
ing safety alignment. Our study informs actionable insights to breed
trust in AI systems, thereby speeding adoption and driving greater
innovation.

CCS CONCEPTS

• Security and privacy; • Computing methodologies → Ma-

chine learning;

KEYWORDS

Deep learning, Data poisoning attacks, Adversarial attacks, Mem-
bership inference attacks, Model bias

1 INTRODUCTION

AI has emerged as a transformative technology, driving innovation
across diverse domains such as healthcare, finance, autonomous
systems, and creative industries [23, 65]. As these systems grow
in complexity and prevalence, they also become prime targets for
cyber-attacks, particularly those targeting the integrity of the data
and models. Integrity ensures that the information processed and
generated by AI systems remains accurate, consistent, and trust-
worthy under a wide range of scenarios [34, 48]. Compromising this

integrity can lead to erroneous outputs, undermining the reliability
of AI-driven decisions and actions. Key concerns include the risk
of biased decision-making due to incomplete or skewed training
data, susceptibility to adversarial attacks that exploit weaknesses
in models, and the challenges of ensuring robust performance un-
der unseen conditions. Extensive research has identified numer-
ous trust-based risks, including security vulnerabilities in the face
of adversarial perturbations [13, 16, 45], privacy issues related to
membership inference attacks [14, 15, 81, 94], and the generation of
biased or hateful content [68]. The importance of securing these AI
systems is also reflected in recent legislative efforts – for instance,
in California, with SB 1047: Safe and Secure Innovation for Frontier
Artificial Intelligence Models Act [75]. The bill’s main provisions
include mandatory pre-deployment safety assessments and robust
cybersecurity measures for AI model developers, underscoring the
need for trustworthy analysis pathways.

Recent research has addressed areas such as adversarial machine
learning, bias, and privacy preservation. In adversarial machine
learning, methods have been developed to defend against adver-
sarial examples designed to mislead models [54, 55, 57, 82, 85].
Research on model bias has produced metrics and strategies to mit-
igate the disproportionate impact of models on underrepresented
groups [60, 67, 68, 72, 95]. Privacy-preserving approaches, like fed-
erated learning and differential privacy, seek to safeguard sensitive
information from leakage [49, 91]. However, these studies focus on
specific aspects like robustness or fairness and rely on heuristics
for protections, lacking a unified framework for understanding
how errors or biases propagate during training and inference. Ex-
isting tools mainly target adversarial faults in AI models [85], but
there are few systematic methods to evaluate and attribute integrity
threats. Recently, He et al. [30] found that benign data can degrade
model safety after fine-tuning. Particularly, multimodal models
where modalities interact even strengthen these challenges. The
EU AI Act [27] addresses model performance bias by permitting
the processing of “special categories of personal data,” under strict
oversight as mandated by The General Data Protection Regulation
(GDPR), highlighting the necessity for an integrity solution. This
study addresses these gaps by introducing ConceptLens, a frame-
work for evaluating integrity threats at both the data and model
levels by utilizing Concept Shift.

In this study, we define a concept as an abstract and semantic
representation of a characteristic or feature. Artificial Intelligence
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Figure 1: An overview of the four trustworthy risks across both the training and inference stages is presented. Among these,

only poisoned samples and adversarial samples are classified as intentional exploitation samples. ConceptLens is designed to

investigate concept shifts from safe samples to probing samples, enabling integrity anomaly detection and fault attribution.

can be viewed as an information processing pipeline with two pri-
mary information flows [84, 86]: (i) from training data to model
during the training phase, and (ii) from inputs to outputs during
the inference phase. A trustworthy model should ensure that the
information flowing from inputs (either training or testing inputs)
to model outputs is consistent. For example, in a multimodal text-
to-image model, the generated image should align with the input
textual description, at least at a conceptual level [32]. Therefore,
we argue that, to ensure the integrity and trustworthiness of AI
models, Concept Shift should be avoided and carefully measured.
(Here, we note that Concept Shift is distinct from Concept Drift [7],
which refers to changes over time in the statistical properties of
the target variable or data distribution.) During training, models
learn patterns and representations from large datasets. This pro-
cess involves extracting, transforming, and encoding information
into the model’s structures and parameters. However, this flow is
vulnerable to data-level integrity issues. For instance, biased or
maliciously manipulated training samples can inject incorrect in-
formation, resulting in models that internalize errors or harmful
biases. During inference, models process input samples (e.g., testing
data) by combining information from the input samples with the
knowledge stored in the model during training. The outputs depend
on both the quality of the input and the integrity of the learned
representations (e.g., learned concepts). Here, model-level integrity
threats arise, such as adversarial attacks that manipulate inputs
to exploit learning errors and mislead the model into generating
incorrect predictions.

However, achieving and measuring this consistency is nontrivial,
as real-world data often introduces unforeseen complexities. In
our study, based on the measurement of Concept Shift, we propose
ConceptLens as a framework designed to capture the consistency
(or shift thereof) in the information flows during model training
and inference. ConceptLens operates based on three key features
derived through a combination of coarse- and fine-grained align-
ment techniques: (i) vision & concept linear abstract feature simi-
larity that measures the alignment between visual and conceptual
representations learned by the model, ensuring that the model’s

high-level abstractions are consistent with input data; (ii) concept
prediction posteriors that examines the reliability and strength of
predictions for specific concepts; and (iii) attention localization that
evaluates the positional importance of specific concepts in the in-
put, providing interpretability and identifying potential sources of
inconsistency or misalignment in model predictions.

The key contributions of this paper are as follows:

• Concept Shift. We define and propose Concept Shift as a
systematic technology for understanding and addressing
integrity issues in AI training and inference processes, pro-
viding mechanisms for detecting, analyzing, and mitigating
integrity risks that arise from changes in conceptual under-
standing. It facilitates the identification of subtle disruptions
that affect model performance – often overlooked in tradi-
tional integrity assessments.

• ConceptLens.Based onConcept Shift, we propose Concept-
Lens, a comprehensive framework for evaluating model
trustworthiness by extracting features from both coarse-
grained alignment (which establishes vision and concept
features) and fine-grained alignment (which generates con-
cept prediction posteriors and attention localization). Unlike
existing integrity evaluation studies, ConceptLens not only
addresses intentional integrity risks, such as data poisoning
and adversarial attacks, but also identifies unintentional in-
tegrity threats in benign samples (these include, but are not
limited to, bias injection during training, privacy exposure
risks, and bias in model outputs).
– Proactive detection, such as detection of privacy exposure,
bias injection, and adversarial detection, can be used to
improve data collection practices tominimize the inclusion
of such samples in the first place.

– Reactive detection, such as bias output detection, identifies
and quantifies sociological bias in model outputs, offer-
ing insights into how such biases can be reflected and
propagated.

Through detection, we can evaluate the vulnerability of dif-
ferent models to these existing threats and identify issues
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within the models. Though not a defense in itself, being
able to detect such issues is important for deriving suitable
defenses downstream.

• Evaluation of Integrity.We conduct extensive evaluations
of integrity at both the data and model levels. At the data
level, we assess threats such as bias injection and privacy
exposure risks. At the model level, we examine adversarial
robustness and model output bias. These evaluations span
several mainstreammodels, including both single-modal and
multimodal.

• Fault Attribution.We develop methods to systematically
attribute the causes of integrity failures, offering insights
into model weaknesses stemming from incomplete or im-
balanced training data. Our approach identifies concepts
that the target model is overly dependent on, highlights mis-
leading concepts, and explains how disrupting key concepts
negatively affects model performance.

This paper defines and explores methodologies for evaluating
integrity and attribution at both the data and model levels. We hope
that our study offers actionable insights to advance the trust of AI
systems, particularly in the context of complex multimodal applica-
tions. The code and artifacts are made available anonymously for re-
view at: https://anonymous.4open.science/r/ConceptPrism-CF66.

2 BACKGROUND AND RELATEDWORK

In this section, we introduce recent studies related to AI integrity
and trustworthiness, with a focus on data and model integrity.

2.1 Data Integrity

Data poisoning and bias injection. A data poisoning attack in-
volves injecting malicious data into the training set to disrupt the
learning process, aiming to degrade model performance or manip-
ulate its behavior to align with the attacker’s objectives [78, 92].
Detection has been a mainstream approach to preventing backdoor
and poisoning attacks [53, 78]; however, the detection performance
achieved by existing methods has generally been low, as shown in
Table 1. To address this, ConceptLens leverages additional features
through multimodal alignment to improve detection performance.

Toxic and harmful content increases with the expansion of train-
ing datasets, Birhane et al. [9] show that hateful and racist outputs
from models tend to increase when utilizing larger state-of-the-art
open-source datasets. Building on this, we further measured the
scenario of advertising generation in text-to-image models, finding
that samples containing advertisements do not disrupt image-text
alignment but still pose risks.We believe that solutions for this unin-
tentional exploitation remain open, consistent with the perspective
of the recent work by He et al. [30].
Privacy exposure.When neural networks are trained on sensitive
datasets (e.g., medical data), it is essential to ensure that the trained
models are privacy-preserving. However, membership inference
attacks [14, 15, 73, 74, 81, 94] can allow attackers to determine
if inputs were in the training data distribution. This is usually
done by analysis of the posterior probabilities, which are the raw
output scores produced by a shadow model trained by samples
with the same distribution as the training dataset [33, 46, 50, 74, 81].
For instance, datasets in the medical field often contain private

information, and the disclosure of such datasets can lead to privacy
concerns. Sample hardness, first proposed by Carlini et al. [14], is
reflected by posterior differences between in- and out-models to
stress that the membership of some samples in the dataset is easier
to be inferred by that of the others. However, subsequent works
still analyze membership based on posteriors [49, 91]. Therefore,
a more comprehensive understanding about sample differences
in membership information should be sought. In this paper, we
harness ConceptLens as an independent black-box assessment tool
for analyzing membership inference vulnerabilities. It surpasses
LiRA [14], which demands white-box access and the training of 64
shadow models.

2.2 Model Integrity

Adversarial perturbations. Deep Neural Networks (DNNs) have
been adopted for classification tasks in various applications, in-
cluding highly security-sensitive areas such as face recognition.
However, malicious adversaries can manipulate classification mod-
els to produce desired outputs using carefully crafted inputs [17,
29, 37, 56, 59, 64]. These samples are created by adding very small
perturbations (changes) to legitimate inputs and used to cause mod-
els to misclassify. To better protect models, existing works have
designed detection-based methods to identify adversarial examples
for image classification tasks [54, 55, 57, 82, 85]. To understand why
models make specific errors using concepts, previous works [8, 36]
offer valuable tools for neural network interpretation, focusing
on concept-based explanations, neuron-level semantics, and fea-
ture importance, yet they fall short in explaining conceptual faults.
The most recent work [85] is designed to diagnose various types
of model faults by interpreting latent concepts, which relies on
mapping high-dimensional input to a low-dimensional latent space.

Multimodal Vision-Language pre-training models (VLPs) have
demonstrated considerable capabilities across a range of Vision-
Language tasks [26, 43, 69]. However, as with image classification
models, adversaries can manipulate VLP models [52, 93] with ad-
versarial samples to impact outputs. However, there is currently
no targeted mitigation to defend against this kind of multimodal
attack.

Unlike current proposed methods, which are limited to single-
modality tasks and abstract concept-level detection, ConceptLens
handles multimodal attacks and delivers human-interpretable ex-
planations for model failures. By integrating text-modality cross-
attention maps with Grad-CAM [77], we extend interpretability
beyond unimodal classification tasks and vision-language pretrain-
ing tasks.
Toxic and biased generation. Text-to-image models are prone
to generating unsafe images, raising concerns about the use of AI-
Generated Content (AIGC) in contexts such as front-facing business
websites or direct consumer communications. Wu et al. [87] quanti-
tatively assessed the safety of model-generated images, evaluating
whether they contain factors such as violence, gore, or explicit
content.

Previous studies [60, 72, 95] focus on meme detection using mul-
timodal frameworks, including work initiated by Facebook’s Meme
Challenge [35]. Qu et al. [67, 68] recently explored meme evolution
and AI-generated meme variants in multimodal models. However,
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whether the generated meme variants contain sociological bias (e.g.,
a “pepe the frog” with a specific country flag or traditional cultural
element) has not been discussed. In this study, we particularly fo-
cuses on such specific type of unsafe image generation: hateful
memes with sociological blending, which are subtle and difficult
to detect. Specifically, we study toxic AI models to automatically
quantify AI trust by measuring biased generation.

3 CONCEPTLENS

In this section, we first introduce Concept Shift and then propose
ConceptLens, a framework for evaluating the integrity of AI mod-
els. The framework assesses their trustworthiness during both the
training and inference stages through explainable concepts.

3.1 Concept Shift

Any given sample, such as an image of a kitten, can be associated
with numerous semantic concepts – such as the kitten’s brown
eyes, pointed ears, and white fur. Here, we define a concept as
an abstract and semantic representation of a characteristic or fea-
ture. Language acts as a medium for humans to aggregate and
express these concepts, facilitating the description of multimodal
information and the explanation of language itself. In AI, a trust-
worthy model should ensure that the information (e.g., concepts)
flowing from inputs to outputs remains consistent. For example,
an image generated based on the description “a kitten with brown
eyes, pointed ears, and white fur” should accurately reflect these
characteristics. Similarly, a caption generated from such an image
should describe these same features. Any shift or misalignment in
these concepts between inputs and outputs, such as altering the
textual description or introducing noise to the image, can adversely
affect the model’s learning or inference process.

Unfortunately, the concepts “understood” or “learned” by AI
models can often differ significantly from a human perspective,
as AI models rely on mathematical and statistical features rather
than intuitive understanding. This discrepancy makes it possible for
concept shifts to be injected or manipulated with malicious intent
in a subtle and stealthy manner, such as through changes in the
latent space, which are difficult for humans to recognize. For data
level, during the learning phase, disruptions of data integrity, such
as data poisoning or biased training, may cause the concepts of
certain samples to shift incorrectly, leading to erroneous knowledge
acquisition. In addition, with unique concepts, models may become
overly reliant on them, resulting in excessive memorization and
potential privacy leaks. For model level, during the inference phase,
attackers can manipulate the concepts of input images to under-
mine the model’s integrity, such as through adversarial samples
that exploit fundamental errors in learning, leading to incorrect
predictions. Furthermore, models may generate biased outputs that
reflect these manipulated concepts. At any stage, concept shifts are
fundamentally tied to a model’s trustworthiness.

To address these challenges and threats to AI integrity, we de-
signed ConceptLens using a vision-language pre-trained model
to extract the semantic concepts of samples and measure shifts in
these concepts, enabling the evaluation and mitigation of such risks
(as shown in Figure 1). ConceptLensThe deployment of AI models
can be broadly divided into the training phase and the inference
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Figure 2: An overview of ConceptLens. It begins by A1 es-
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ceptLens leverages probing samples to integrate detection

protection and attribute model weaknesses.

phase. In both phases, we measure concept shifts in samples using
ConceptLens to detect anomalous samples, filter them out, and
attribute the root causes of these anomalies. In the training phase,
the model relies on training data to learn, making it susceptible to
data-level trustworthiness risks. We detect and exclude suspicious
poisoned samples or those with privacy risks from the training
set to ensure the model learns from reliable data. In the inference
phase, the most critical issue is malicious users employing adver-
sarial samples to manipulate the model’s predictions. Additionally,
the model might generate outputs containing malicious or biased
content. These anomalous samples should also be intercepted to
maintain the model trust.

3.2 Design of ConceptLens

The framework of ConceptLens is depicted in Figure 2. To start
an analysis, vision samples are provided by the users along with
customized concept segments (i.e., text concepts). For example,
for an input image of an airplane, the concept segment could be:
“an image of an airplane with its wings and body in the sky”. For
image samples, the label can be regarded as a concept, while for
multimodal samples, the image caption itself contains a wealth
of concepts. Ablation studies on concept segments choosing are
presented in Appendix B.2. The framework then aligns visual fea-
tures with conceptual features to provide explainable conceptual
representations through multimodal conceptual space alignment
and feature extraction.

3.2.1 Multimodal Conceptual Space Alignment. Leveraging VLP
model ALBEF [43], the framework contains a vision encoder, a con-
cept (language) encoder for coarse-grained alignment between two
modalities, and amultimodal fusion encoder for further fine-grained
mapping. We select ALBEF for this study due to its open-source
availability and pre-training on large-scale datasets. Importantly,
our framework is model-agnostic and can be seamlessly applied
to any model that provides generalized image and text encoders
alongside a fusion encoder. We conducted an ablation study in
Appendix B.3 using BLIP [41] as the base model.
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A1 : Coarse-gained alignment by contrastive learning. The
vision encoder is a 12-layer ViT-B/16 [25]. An input image 𝐼 is
encoded into a sequence of embeddings: {𝑣cls, 𝑣1, . . . , 𝑣𝑁 }, where
𝑣cls represents the embedding of the [CLS] token. The text encoder
is initialized with the first 6 layers of the BERT model [24], and
converts an input concept text 𝑇 into a sequence of embeddings
{𝑤cls,𝑤1, . . . ,𝑤𝑁 }. Image-Text Contrastive Learning is used to bet-
ter align unimodal representations from the vision and concept
encoders by using a similarity function 𝑠 = 𝑔𝑣 (𝑣cls)⊤𝑔𝑤 (𝑤cls) to
calculate the feature contrastive loss, where 𝑔𝑣 and 𝑔𝑤 map the
image and text [CLS] embeddings to lower-dimensional represen-
tations, respectively. The feature contrastive loss is defined as:

Lfeature =
1
2
E(𝐼 ,𝑇 )∼D

[
H(𝑦𝑖2𝑡 (𝐼 ), 𝑝𝑖2𝑡 (𝐼 ) ) + H(𝑦𝑡2𝑖 (𝑇 ), 𝑝𝑡2𝑖 (𝑇 ) )

]
, (1)

whereH denotes the cross-entropy loss,𝑦𝑖2𝑡 (𝐼 ) and𝑦𝑡2𝑖 (𝑇 ) are the
ground-truth one-hot similarity labels for image-to-text (i2t) and
text-to-image (t2i) predictions, and 𝑝𝑖2𝑡 (𝐼 ) and 𝑝𝑡2𝑖 (𝑇 ) represent
the predicted similarity scores. The expectation E(𝐼 ,𝑇 )∼D is taken
over the data distribution D.
A2 : Fine-grained alignment by self-supervise learning. The
multimodal fusion encoder is a 6-layer transformer, where it is
initialized with the last 6 layers of the BERT model [24] with image
embedding and text embedding as inputs. AMasked LanguageMod-
eling task is designed to guide the integration using self-supervised
learning, which utilizes both the image and the contextual text to
predict the masked words with a one layer decoder. The goal of
Masked Language Modeling (mlm) loss is to minimize the cross-
entropy:

Lmlm = E(𝐼 ,𝑇 )∼D

[
H(ymsk, 𝑝msk (𝐼 ,𝑇 ) )

]
, (2)

where 𝑇 denotes a masked text, 𝑝msk (𝐼 ,𝑇 ) denotes the model’s
predicted probability for a masked token, and ymsk is a one-hot
vocabulary distribution where the ground-truth token has a proba-
bility of 1. The image features are integrated with the text features
through cross attention at each layer of the multimodal encoder. By
recovering obscured words, the multimodal fusion encoder gains
the ability to capture low-level features, providing fine-grained lo-
cal information that enables the model to recognize and align subtle
details in multimodal data, so that it can match specific words to
corresponding visual objects.
Datasets for pre-training. The model is pre-trained on a dataset
comprising 14.1million images is used formodel pretraining, sourced
from Conceptual Caption [80], SBU Captions [63], MS COCO [47],
Visual Genome [38], and Conceptual 12M [18], following the origi-
nal settings of ALBEF [43]. We do not use any clean data to fine-
tuning the model, and the pre-trained model is readily available
from open or commercial repositories.

3.2.2 Feature Extraction. F1 : Vision & concept linear abstract

feature similarity. From the vision and language encoders, we
get multimodal abstractly aligned features 𝑣cls and 𝑤cls (the 2
lower-dimensional (256-dimensional) abstract contextual informa-
tion representations). Their similarity score from the dot product
𝑠 = 𝑔𝑣 (𝑣cls)⊤𝑔𝑤 (𝑤cls) can quantify the closeness between the im-
age and the concept, as they have been aligned into the same em-
bedding space by loss 𝐿𝑓 𝑒𝑎𝑡𝑢𝑟𝑒 .

F2 : Concept prediction posteriors for concrete concept reli-

ability strength. The Fusion Encoder integrates image and text
information, while a one-layer text concept decoder uses this fused
data to predict masked words, fitting the model with Lmlm. This
allows for accurate prediction of masked words based on both
image and text context. Since the fusion encoder establishes inter-
actions between image and text features, the decoder’s prediction
performance is influenced by multimodal features and attention.
By examining the probability distribution output 𝑝msk (𝐼 ,𝑇 ) by the
one-layer decoder during word prediction, the model’s confidence
in specific words can be observed; thus, the specific word concept
reliability strength can be quantified.
F3 : Attention localization for concrete concept position-

aware importance. In the Multimodal Fusion Encoder, the cross-
attention mechanism allows the model to associate each word in the
text with different regions of the image with size 16 × 16. Through
cross-attention, the model calculates attention scores for each word
across all image regions, reflecting the degree of association the
model perceives between each word and the image regions. By
analyzing these scores, we can identify the image regions the model
deemsmost relevant to a given concept. Additionally, the strength of
the weights indicates the level of dependency, with higher weights
suggesting a strong association between a region and a word and
providing a position-aware measure of importance. We select the
third layer (middle layer) of the 6-layer multimodal fusion encoder
and visualize the extracted cross-attention maps by Grad-CAM [77],
since the map of the third layer is closest to human visual according
to the ablation study in Appendix B.1.

3.2.3 Leveraging conceptual space alignment to identify concept
shift. By aligning visual and conceptual features through both
coarse-grained and fine-grained alignment, and leveraging exten-
sive pre-training on large datasets, this framework effectively cap-
tures the relationships between images and specific concepts, repre-
senting these relationships through extracted features. By compar-
ing the features extracted for probing samples and normal samples
with respect to individual concepts, we can observe concept shifts.
As described in Section 3.1, and illustrated in Figure 1, concept
shifts occur between safe samples and probing samples during
both the training and inference phases, potentially exposing model
vulnerabilities. In these two phases and across four scenarios, we
use the extracted features to measure concept shifts in samples,
enabling the detection of anomalous samples and attribution of the
root causes of these anomalies. In the training phase, the model
relies on training data to learn, making it vulnerable to data-level
trustworthiness risks. We detect and filter out suspicious poisoned
samples or those with privacy risks from the training set to en-
sure the model learns from reliable data. In the inference phase,
the primary concern is malicious users introducing adversarial
samples to manipulate the model’s predictions. Additionally, the
model may generate outputs containing malicious or biased content.
These anomalous samples must also be intercepted to maintain the
model’s trustworthiness.

3.2.4 Integrity Evaluating onDetection. Through using ConceptLens
for detection, data-level probing samples can be relatively easily re-
moved to address issues, whilemodel-level probing samples can also
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be intercepted. We evaluate the risk intensity of different threats
by assessing detection performance.

Utilizing the extracted feature, we develop a simple end-to-end
machine learning detection model to distinguish between non-
trustworthy samples and normal samples, using our feature ma-
trices extracted during the feature extraction stage as a baseline.
Only features from the original dataset are used to train an unsuper-
vised detector, which is then tested against multiple fault scenarios
involving different attacks. We apply the unsupervised Elliptic En-
velope (EE) method [70], which assumes that normal data follow a
Gaussian distribution with the Mahalanobis distance (𝐷𝑀 ):

𝐷𝑀 (𝑥) =
√︃
(𝑥 − 𝜇)𝑇 Σ−1 (𝑥 − 𝜇),

where 𝜇 represents the mean, and Σ is the covariance matrix. The
Mahalanobis distance accounts for feature correlations and scales
distances based on data distribution, improving outlier detection in
multidimensional spaces.

While other unsupervised models, such as Support Vector Ma-
chines (SVM) [76] and Local Outlier Factor (LOF) [11] may also be
suitable here, EE is effective for detecting anomalies in symmetric,
Gaussian-like data by modeling a central ellipsoid, making it well-
suited for our extracted features and offering interpretability and
robustness against outliers.
Metrics. To evaluate model performance, we use the following
metrics:
(i) Detection rate (DR): Measures the model’s ability to correctly
identify both faulty and original samples (also known as True Posi-
tive Rate (TPR)).
(ii) False positive rate (FPR): Captures the ratio of mislabeled
faulty samples as original samples.

3.2.5 Attribution Strategy. Leveraging our feature extraction pro-
cess, we also propose three levels of attribution techniques. These
can be selectively applied depending on the specific trustworthy
scenarios.
(i) Coarse-grained linear abstract feature analysis by F1 . This
technique evaluates the alignment between samples and abstract
concepts. We can analyze the overall distributional shift of probing
samples relative to abstract concepts and quantify this shift by
calculating statistics such as mean and variance.
(ii) Fine-grained concept reliability analysis by F2 .Measures
the degree of dependency on specific concept terms by analyzing the
posteriors corresponding to individual concept terms 𝑝concept (𝐼 ,𝑇 )
within a concept segment. By examining the shift in posteriors for
incorrect samples relative to various concept terms, we can assess
the model’s dependency on different concept terms.
(iii) Position-aware fine-grained concept analysis by F3 .Quan-
tifies the specific visual regions associated with concept terms. We
aggregate the cross-attention maps and Grad-CAM attention map
for all samples in the dataset for the most prominent concept terms.
By analyzing the differences in mean aggregation of both matrices
between probing samples and normal samples, we can investigate
the reasons behind the model’s errors and identify specific vulnera-
ble regions within the model.

For a specific sample, we also examine the Grad-CAM attention
map of individual concept terms within an entire concept segment.

Table 1: Detection effectiveness against poisoned data across

different matrices.

Alignment Score [53] Feature Space Sim. Model loss [78] ConceptLens (Ours)

Attack Type DR FPR DR FPR DR FPR DR FPR

Nightshade 0.894 0.19 1 0.16 0.16 0.11 1 0.004

Object-Backdoor 0.772 0.19 0.26 0.16 0.18 0.11 1 0.004

This allows us to determine the intensity of each concept term at
different positions.

4 DATA-LEVEL INTEGRITY EVALUATION

In this section, we evaluate data-level integrity. Integrity threats
such as data poisoning, bias injection, and privacy exposure are
classified as data-level issues, as they all originate from the data
itself during the training phase.

4.1 Data Poisoning and Bias Injection

In this section, we explore whether ConceptLens can detect shifts
caused by malicious samples or bias injection in the training data.
We focus on text-to-image models, as risks in the data can directly
impact the generated images.

4.1.1 Integrity Evaluation: Vanilla Data Poisoning Probing Samples.
Possible attacks. Currently, mainstream training data poisoning
attacks focus onmisleadingmodel alignment to a single concept. For
instance, in images with the prompt ‘a photo of a dog’, the Object-
Backdoor attack [92] uses a trigger string and alters the caption
label, replacing ‘dog’ with ‘cat’. This causes the model to output
a dog image when the caption describes a cat. The Nightshade
attack [78], however, perturbs the image, causing dog images to be
misclassified as cats in the diffusion model’s feature space, leading
to the generation of a cat image when given a caption about a dog.
Datasets and models. We evaluate the effectiveness of Con-
ceptLens for filtering potential poisoned samples in Stable Diffu-
sion v1.4 [20]. The case study involves 500 dog-related image-text
pairs from the SBU Captions dataset [63]. We replaced the original
prompt with “a photo of a dog” to poison the model.
Detection benchmarks. The alignment score [53], calculated as
the cosine similarity of features extracted by CLIP[69] from captions
and images, is a general filtering method for poisoned data. Shan et
al. [78] introduced using each data point’s training loss as a metric,
identifying poisoned samples by filtering those with abnormally
high losses. We also leveraged feature space similarity in Stable
Diffusion, comparing the original image to one generated from
its caption to filter out samples with excessive dissimilarity. The
Z-Score [83] is commonly used to establish an optimal threshold
based on these metrics, enabling poisoned sample detection and
yielding a Detection Rate (DR) and False Positive Rate (FPR).
Detection results for poisoned samples. As presented in Table 1,
the alignment score is comparable to that of our proposed solution
(ConceptLens), which identifies both attack types, achieving a
detection rate (DR) of at least 77.2% at a false positive rate (FPR)
of 19%. Notably, leveraging more engaged features, ConceptLens
achieves significantly enhanced performance, attaining a 100% DR
at an exceptionally low FPR of 0.4%, illustrating the usability in
integrity.
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Takeaway 1: For vanilla data poisoning attacks, where the image
concept has been shifted maliciously, it can be detected outstand-
ingly by ConceptLens.

4.1.2 Special Scenario: Bias Injection. From the previous exper-
iment, we found that when poisoning occurs for text-to-image
models, the semantics of the image are altered, leading to a concept
shift, which makes it relatively easier to detect anomalous samples.
However, if the poisoned images remain semantically consistent
with the original images while attempting to implant biases, they
become much harder to detect. A typical form of bias implantation
involves brand logos for different products. For instance, consider
a training sample where the caption is “a bottle of cola”, and the
image contains a Coca-Cola logo. This sample is not inherently
toxic since there is no semantic mismatch between the image and
the caption. However, such samples can cause the model to gen-
erate images with Coca-Cola logos when prompted with related
keywords such as “soda”, effectively embedding covert advertising.
We aim to evaluate whether such covert advertising exists across
various open-source and proprietary models.

To ensure fairness, models should avoid embedding advertise-
ments or promoting specific brands without explicit user consent.
Prior research [31] has shown a positive correlation betweenmarket
share and consumer perception, leading us to use market share as
a baseline for evaluating brand representation in generated images.
Models and Prompts.We evaluated the current mainstream open-
source models, including Stable Diffusion versions 1.4 [20], 2.1 [2],
XL [21], and 3.5 [22], to analyze the generational differences across
versions as diffusion technology matures. Additionally, we tested
another open-source model, Flux-1 [28]. For proprietary models, we
evaluated DALL-E versions 2 [61] and 3 [62], MidJourney [58], and
the Chinese language model TongYiWangXiang [4]. As presented
in Figure 3, we utilized 30 objects from daily life across 7 categories.
For each subject, we evaluated 160 samples generated from each
open-source model, and 20 samples generated from each closed-
source model. We then add to each prompt the phrases “with brand”
and “without brand” to illustrate the effect of prompt bootstrapping
on model generation. Full details on prompting are noted in Appen-
dix C.1. We measured 3 × 30 × (160 × 5(𝑜𝑝𝑒𝑛𝑠𝑜𝑢𝑟𝑐𝑒𝑚𝑜𝑑𝑒𝑙𝑠) + 20 ×
4(𝑐𝑙𝑜𝑠𝑒𝑑𝑠𝑜𝑢𝑟𝑐𝑒𝑚𝑜𝑑𝑒𝑙𝑠)) = 79200 generation samples manually.
Evaluation onmodel generations. Figure 4 showcases a selection
of generated samples we collected. As anticipated, some samples
indeed feature highly recognizable brand logos. Notably, even when
the full logo is not completely rendered, certain generated samples
retain sufficient distinctiveness to be visually identifiable. In Fig-
ure 3, the colors indicate the objects generating advertisements
(recorded manually by the authors). We observed that luxury cars
and electronic devices are more likely to produce images containing
logos. Additionally, there is a significant gap between the probabil-
ity of generating advertisements and the market share of brands.
For nearly all advertised objects, a single brand dominates with
a probability exceeding 73%. We found that if a brand dominates
the market share, it tends to lead to a significantly higher rate of
model-generated outputs associated with that brand.

Further, as presented in Table 7 (in the Appendix), as open-source
models evolve, higher realism in generated images correlates with
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Figure 3: Subjects evaluated for the text-to-image model’s

generation span 7 categories from daily life. Red indicates

that a prominent logo appears in the generated samples for

this subject. Pink represents generated content that suggests

associations with a specific brand, while green signifies that

the subject has no suspicious outputs. The Brand indicates

the most frequently generated brand associated with the ob-

ject. The Market Share (MS) reflects the approximate market

share of the brand, as estimated through search engine data.

The Model Prediction (MP) shows the percentage of covertly

advertised samples in which this brand appears.

Figure 4: Selected generated samples. The first row displays

results where brand logos are clearly visible. The second

row shows samples that, while not fully generating the logos,

evoke associations with specific brands. The last row includes

samples devoid of any brand-related elements, representing

the desired generation.

an increase in brand logo generation. Among proprietary models,
as shown in Table 8 (in the Appendix), MidJourney and DALL-E 3
exhibit distinct tendencies in generating brand-related content. For
the laptop category, nearly all models generate some Apple logos.
However, DALL-E 3 completely avoids generating any Apple logos.
On the other hand, MidJourney effectively avoids generating “Lays”
branding for the chips category. TongYiWangXiang demonstrates
a higher likelihood of generating advertisements across all cate-
gories, successfully producing logos for localized brands like the
Chinese versions of “Coca-Cola” and “Lays”. Interestingly, despite
TongYiWangXiang’s parent company being an early stakeholder in
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Xiaopeng Motors, it still prefers generating Tesla branding, indicat-
ing that the observed phenomenon appears unrelated to stakeholder
influence.

Using prompts like “with brand” generally increases the proba-
bility of generating advertisements. However, using prompts like
“without brand” not only fails to significantly reduce the probability
– but may even increase the risk, suggesting that merely modifying
prompts is insufficient to avoid this issue. In addition, the signifi-
cant differences between models in the probability of generating
specific brand logos show that resolution may require model- and
application-specific mitigation.
ConceptLens’s limitations on detecting perturbations tar-

geting advertisement.We believe this phenomenon arises from
risks at the data level, due to the bias of large-scale web datasets [9].
In Appendix C.3, we further illustrate such behaviors by conducting
poisoning attacks that compel prompts containing ‘cola’ to gen-
erate ‘Pepsi cola’, demonstrating remarkable attack performance.
Unfortunately, since ConceptLens still relies on text-image align-
ment techniques, the concept shift is too weak to catch, making it
impossible to filter out this type of sample before model training.
However, DALL-E 3’s behavior in the electronic devices category
leads us to speculate that it may employ an agent-based approach
to prevent logo generation. One potential method is integrating
a brand recognition model post-generation to decide whether to
block the output before delivering it to users. However, recognizing
a completely new brand poses challenges. If a new brand employs
data poisoning to attack the model, such samples would likely evade
detection during the pre-training filtering stage. Additionally, once
the model generates content featuring the brand’s logo, the brand
recognition model would also struggle to intercept it.

Takeaway 2: Existing models are vulnerable to data integrity
threats caused by bias injection in training samples, such as gen-
erating images with covert advertisements. This issue arises from
a malicious concept shift, where specific attributes (e.g., brand
names) associated with an object are intentionally manipulated in
the training data to produce a targeted brand’s logo. Since this type
of poisoning does not introduce overtly malicious samples, there
are currently no effective methods to mitigate this risk.

4.2 Privacy Exposure

In this section, we select an image classification model as a bench-
mark and detect high-risk sample from model data leakage facing
membership inference attack using those low-risk sample in back-
door setting. ConceptLens also applied to provide insights into
the causes of sample leakage.

4.2.1 Integrity Evaluation: Privacy risky sample detection. Mem-

bership audit risky samples For image classifiers, membership
inference attacks can exploit differences in model outputs between
training data and non-training data to determine whether a spe-
cific data sample was used in training the target model, potentially
revealing private information about the training data. LiRA [14]
is one popular method for membership inference attacks, as it can
effectively measure the worst-case privacy risk of AI models. This
method involves training multiple “shadow models” (64 in total for
this paper) to compute the loss ℓ (𝑓 (𝑥), 𝑦) on any given model 𝑓 .

Measuring the likelihood of this loss under the distributions 𝑄̃in and
𝑄̃out enables us to identify the samples with the highest privacy risk
(high-risk samples) and those with the lowest privacy risk (low-risk
samples). For each group of samples, we collect 200 images based
on measuring their KL-divergence between the confidence score of
in-models (models containing the sample) and out-models (models
not containing the sample).
Datasets and models. In our experiments, we utilized the same
image classification tasks from the security analysis, using two
unimodal benchmark datasets: MNIST [40] and CIFAR-10 [39]. For
both datasets, in alignment with the LiRA setup, we used a Wide
ResNet [90] as the second target model. In this section, we primarily
focus on the privacy issues of CIFAR-10 on the Wide ResNet model.
Results for MNIST are provided in Appendix D. Concept segments
have been set to “this is an image of <label>” during detection.
Detection result on distinguishing between ‘high-risk’ and

‘low-risk’ samples.

Our feature extraction method can identify samples easily mem-
orized by neural networks. Similar to the previous strategies em-
ployed in this work (i.e., using anomaly detection from Section 3.2.4),
a one-class classifier from Section 3.2.4 can be trained on low-risk
samples from the CIFAR dataset to achieve a 100% detection rate
for high-risk samples with a 1% false positive rate. These results
demonstrate that the ConceptLens framework can effectively de-
tect high-risk samples, making them key candidates for focused
observation in privacy protection during model training. A possible
solution to mitigate the privacy risks of the model is to remove
these high-risk samples. In Appendix D, we demonstrated that even
on long-tailed datasets, removing high-risk samples does not sig-
nificantly harm the model, resulting in a performance drop of less
than 1%.

4.2.2 Attribution: Disentanglement of Models’ Memorization. Re-
garding privacy, samples that are easily memorized by the model
tend to deviate from the concept to some extent compared to those
that are not easily memorized, as shown in Figure 5. These obser-
vations align with Carlini et al. [14] – finding samples with higher
privacy risks are more likely to be out-of-distribution. In other
words, higher risk data tends to be more ‘distant’ from lower risk
data.

As shown in Figures 5a and 5b, we observe that high-risk samples
exhibit weaker attention compared to low-risk samples, making it
more challenging for our framework to capture the attention on
key concepts. Additionally, in the Grad-CAM attention, low-risk
samples show a pronounced focus in the center of the image. This
could be because low-risk samples typically have their main subject
located at the center of the image, while high-risk samples tend to
have a more dispersed spatial distribution.

As noted earlier, we found that samples prone to remain high
privacy risk are those that deviate conceptually from their class.
Due to the uniqueness of these samples within their class, the model
relies on memorizing the specific content of the samples rather than
generalizing the features typically associated with that class. This
finding leads us to explore which particular concept influences
the model’s memory of high-risk samples, thereby allowing us
to disentangle the model’s memory patterns. Figure 7 presents
the logarithmic intensities of different concepts in high-risk and
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Figure 5: Sample-wise linear feature similarly
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ResNet from class airplane to illustrate

models’ memorization dependency.

low-risk samples. It is evident that there is a significant shift for
the prominent concept word “Airplane”, indicating that high-risk
samples are indeed more challenging to semantically classify as
“Airplane”. The concept “Wings” shows an even more pronounced
deviation, suggesting that “Wings” might be a reinforcing factor in
the model’s memory. We suspect that shifts in specific concepts are
caused by the imbalance in the knowledge that the dataset provides
to the model.

Takeaway 3: We found that even samples that have not been
maliciously tampered with can still pose privacy risks. Using Con-
ceptLens before model training allows for the filtering of samples
with potential privacy concerns. ConceptLens identifies the spe-
cific concepts that influence a model’s retention of high-risk sam-
ples, offering valuable insights for developing strategies to mitigate
these memory-related vulnerabilities.

5 MODEL-LEVEL INTEGRITY EVALUATION

In this section, we evaluate model-level integrity. Integrity threats
include adversarial attacks and model bias.

5.1 Robustness to Adversarial Attack

This section demonstrates how ConceptLens can be efficiently
integrated as an anomaly detector prior to model inference. It can
also be utilized to analyze adversarial perturbations, attributing the
underlying mechanisms behind their impact: providing explana-
tions for the model’s weaknesses when subjected to these attack
inputs. We select image classification models as representative uni-
modal models, and Vision-Language Pretraining (VLP) models to
analyze the security risks in the multimodal context.

For adaptive attacks, while adversaries might attempt to target
ConceptLens to induce misclassification or misattribution of in-
puts, as discussed in Section E.1, such attacks are either highly
unlikely to succeed or prohibitively expensive to execute.

5.1.1 Integrity Evaluation: Adversarial Detection on Unimodal Mod-
els. Possible attacks. For image classifiers, perturbations to the
input image can lead to incorrect classifications. By analyzing the
samples that cause the model to misclassify, we can identify the

concepts that the model does not fully understand, thereby re-
vealing its weaknesses. For experimental purpose, we collate a set
of 6 adversarial attacks (Fast Gradient Sign Method (FGSM) [29],
Projected Gradient Descent (PGD) [56], DeepFool [59], JSMA [64],
C&W Attack [17] and Pixel Attack [37]).
Datasets. In our experiments, we employ three benchmark datasets
for unimodality analysis found in image classification tasks, includ-
ing MNIST [40], CIFAR-10 [39] and CelebA [51]. During detection,
we use “this is an image of <label>”, <label> refers to the attacked
label, as concept segments, with further ablation studies presented
in Appendix B.2.
Models. For this unimodal setting, we utilize standard Convolu-
tional Neural Networks (CNNs) as the target models of our eval-
uation. The detailed settings for these models are provided in our
repository. Given the limited efficacy of current methodologies
on the CIFAR-10 dataset, we offer an extensive evaluation of the
CIFAR-10 results in this section – it is the ‘worst-case scenario’. We
also provide brief summaries for the other datasets in this section,
with detailed results in Appendix E.2.1.
Detection benchmarks.Weuse unsupervised Z-Score [82], NIC [54],
MagNet [57] (reconstruction error-based), and supervised LID [55]
and default settings the same as in [3], since they are mainstream
methods for adversarial perturbation detection. DNN-GP [85], the
most recent work which operates unsupervised and requires no
white-box information about the model, aligns with our goal of
being fault-agnostic and model-independent, making it the primary
basis for comparison. We use 500 (100 for CelebA) successful test
attack samples based on 500 randomly selected testing original
samples to evaluate our proposed detection method in Section 3.2.4,
consistent with the methodology used by DNN-GP.
Differences with DNN-GP. ConceptLens uses an entirely differ-
ent feature extraction approach. DNN-GP relies on mapping high-
dimensional input to a low-dimensional latent conceptual space
through image-to-image alignment. It only functions effectively
when the full training dataset is used to retrain a VQ-VAE-based
image decoder and encoder. ConceptLens is designed to leverage
the capabilities provided by pre-training on large-scale datasets. It
is dataset-independent and does not require additional training.

9



Table 2: Adversarial attack detection results on CIFAR-10.

Attack Setting Detection Baseline ConceptLens (Ours)

Attack type Noise parameter MagNet[57] Z-score [82] NIC [54] LID [55] DNN-GP [85] Elliptic Envelope [1]

DR FPR DR FPR DR FPR DR FPR DR FPR DR FPR

FGSM
8 / 255 0.07 0.045 0.25 0.219 0.436 0.101 0.54 0.315 1.00 0.04 1.00 0.01

16 / 255 0.453 0.039 0.266 0.219 0.96 0.101 0.712 0.009 1.00 0.04 1.00 0.01

32 / 255 1 0.039 0.469 0.219 0.995 0.101 0.915 0.001 1.00 0.04 1.00 0.01

PGD-Linf
8 / 255 0.065 0.044 0.188 0.219 0.834 0.101 0.649 0.004 1.00 0.04 0.93 0.01

16 / 255 0.237 0.046 0.219 0.219 0.961 0.101 0.795 0.027 1.00 0.04 1.00 0.015

32 / 255 1 0.046 0.25 0.219 1 0.101 0.96 0.011 1.00 0.04 1.00 0.015

C&W Linf 0.233 0.039 0.313 0.219 0.951 0.101 0 0 1.00 0.04 0.66 0.015

Pixel 3 0.046 0.04 0.25 0.234 – – 0.741 0.252 0.925 0.01 0.90 0.005

Deepfool - 0.05 0.05 0.25 0.25 0.919 0.949 0.834 0.101 0.998 0.04 0.525 0.005

JSMA - 0.058 0.046 0.234 0.219 – – 0.846 0.065 0.999 0.04 0.965 0.015

Anomaly detection results. The detection results for CIFAR us-
ing ConceptLens and the competing methods are given in Table 2.
Across most adversarial perturbations, particularly the more obvi-
ous ones such as FGSM, PGD with a perturbation level greater than
8, and pixel attacks, our method – leveraging feature vectors from
the feature extraction stage with an Elliptic Envelope introduced
in Section 3.2.4 – achieves a 100% detection rate and a false posi-
tive rate ≤ 4%. For attacks with smaller perturbations, our detector
performs comparably to the current state-of-the-art methods. It is
important to note that, unlike DNN-GP, our feature extraction
approach is entirely dataset-agnostic and training-free, op-
erating as a fully offline method. In future work, fine-tuning
the base model on the dataset could be a potential way to further
improve detection performance. We believe that for initial inference
data filtering, this approach is already sufficient. Additionally, the
results of using BLIP as the base model, as shown in Appendix B.3,
achieve performance comparable to DNN-GP, while requiring more
computational resources compared to using ALBEF as the base.

5.1.2 Integrity Evaluation: Adversarial Detection on Multimodal
Models. Vision-language pre-trainingmodels (VLPs).VLPmod-
els are designed to learn joint representations of visual and textual
data, enabling them to understand and generate aligned informa-
tion across these two modalities. VLP models are pre-trained on
large-scale datasets that combine images and text, which equips
them with the ability to perform well on a variety of downstream
tasks.

We focus on three tasks for our evaluation. The first is image-to-
text retrieval (ITR) from the vision-language retrieval (VLR) task,
which involves retrieving the corresponding text for a given im-
age. The second task, visual entailment (VE), requires the model
to predict the relationship between an image and a textual hypoth-
esis, determining whether the relationship is one of entailment,
neutrality, or contradiction. Lastly, visual grounding (VG) involves
identifying the specific regions in an image that correspond to a
given textual description, thereby grounding the text within the
visual content.

Possible attacks. For VLPs, perturbations to the input image
and/or text can lead to incorrect model performance. We first con-
sider those attacks targeting individual modalities, including BERT-
attack with one token for the text modality [44] and Projected
Gradient Descent (PGD) with perturbation epsilon budget 2/255
for the image modality [56]. These attacks have been shown to
successfully compromise VLP models as demonstrated in [93]. Ad-
ditionally, current research focuses on multimodal attacks aimed
at generating smaller yet more potent perturbations. Sep-attack
is a method that alternately targets unimodal inputs to achieve
adversarial effects, while Co-attack, a collaborative multimodal
adversarial attack, leverages features from one modality to guide
the generation of attacks in another [93]. The Set-level Guidance
Attack (Sl-attack) [52] is included which further improves upon
Co-attack in transferability.
Datasets. The multimodality task will be analyzed via 4 bench-
mark datasets aimed at different VLP downstream tasks, including
Flickr30K [66] and MSCOCO [47] for a VLR task, RefCOCO+ [89]
for a VG task and for SNLI-VE [88] for a VE task.
Models. For the mutimodal setting we utilize the fine-tuned weight
loaded ALBEF [43] and TCL [26] (two single-stream VLPs) as target
models since they have the ability to handle both VE and VG tasks.
CLIP [69] has been used as another surrogate model with a dual-
stream structure – but it has different image feature extraction
modules i.e., ViT-B/16 (CLIP-ViT) and ResNet-101 (CLIP-CNN).
Concept determination and suspicious concept search: Multi-

modal perplexity filtering (MPL)We utilize the input text as the
source of concepts in a multimodal context. Inspired by the plain
perplexity filtering (PPL) detection method [5], we propose a novel
approach called multimodal perplexity filtering (MPL) which lever-
ages multimodal feature extraction to compute perplexity. During
concept dependency analysis, we examine each input word to see if
the predicted posteriors based on cross-attention indicate that it is
indeed the most likely predicted word. If not, we consider this input
word as suspicious. Consequently, we focus on the attention maps
of the extracted suspicious words – if an input sample contains
suspicious words, it is flagged as an anomalous sample.
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Table 3: Adversarial attack detection performance.

Attack Setting Detection Baseline ConceptLens (Ours)

VLP Tasks Attack Type Z-score[57] PPL [5] MPL Elliptic Envelope [1]

DR FPR DR FPR DR FPR DR FPR

ITR

Bert-attack 0.18 0.15 0.21 0.15 0.89 0.05 1 0.01

PGD-attack 0.1 0.1 0.15 0.15 0.05 0.05 0.95 0.01

Sep-attack 0.25 0.12 0.22 0.15 0.86 0.05 1.00 0.01

Co-attack 0.17 0.13 0.24 0.15 0.83 0.05 1.00 0.01

Sl-attack 0.18 0.16 0.16 0.15 0.75 0.05 0.995 0.015

VG

Bert-attack 0.2 0.15 0.2 0.15 0.73 0.10 0.855 0.01

PGD-attack 0.17 0.17 0.18 0.15 0.15 0.15 0.81 0.015

Sep-attack 0.22 0.18 0.18 0.15 0.70 0.10 0.935 0.01

Co-attack 0.24 0.19 0.215 0.15 0.69 0.125 0.925 0.01

VE

Bert-attack 0.14 0.13 0.18 0.15 0.81 0.15 0.94 0.01

PGD-attack 0.15 0.16 0.15 0.15 0.18 0.18 0.71 0.01

Sep-attack 0.14 0.14 0.15 0.15 0.82 0.18 0.99 0.015

Co-attack 0.15 0.17 0.16 0.15 0.69 0.14 0.985 0.015

Detection benchmarks. Currently, there is no existing method
specifically designed to detect multimodal adversarial samples on
VLP models. To address this, we employ Z-score [82] analysis for
multimodal feature detection, using the existing PPL [5] detection
as a baseline for text-modal detection. MPL serves as a baseline
detection method for multimodal feature extraction. Similar to the
approach used for image classification tasks, we also train a one-
class detector (as explained in Section 3.2.4) using all extracted
features, which serves as our primary detection method. As with
the image classification task, we utilize 500 successful attack sam-
ples derived from 500 randomly selected original test samples. We
provide a comprehensive diagnosis of the CLIP-ViT results on the
Flickr30K dataset for the ITR task in this section, as well as brief
summaries for other datasets. Further results are in Appendix E.3.1.
Anomaly detection results. The detection results for the ITR
task on CLIP-ViT with the Flickr30K dataset, along with the perfor-
mance of ALBEF on the VG (RefCOCO+) and VE (SNLI-VE) tasks,
are summarized in Table 3. Our proposed MPL method, which is
an improvement over the PPL method, consistently outperforms
PPL across all attacks and tasks. Vanilla detection methods, how-
ever, are ineffective against image-modality-only attacks, such as
PGD attacks. With our feature extraction approach, utilizing Ellip-
tic Envelope described in Section 3.2.4 with feature vectors from
the feature extraction stage, we achieve significant improvements
across all attack types and tasks. This method offers very high de-
tection rates with exceptionally low false positive rates (≤ 1.5%).
Even in the case of the most challenging PGD attack, our method
achieves a detection rate of ≥ 71% across all tasks.

Takeaway 4: ConceptLens achieves very high detection rates
for one-class anomaly classification in most attacks with large per-
turbations, while detection rates decrease for attacks with smaller
perturbations. For multimodal VLPs, ConceptLens achieves satis-
factory detection rates across all downstream tasks.

Model resistance to perturbations. We use the unimodal model
settings onCIFAR-10 to evaluate, and assume that themodel provider
collects adversarial samples labeled with the attacked class andman-
ually reassigns them to their correct labels. The first investigation,
which explores the distribution of the sample-aware linear feature
similarity between original and various attack datasets, is depicted
in Figure 8. Figures 8a and 8b, show how attacks with obvious per-
turbations (e.g., FGSM-16/255 and PGD-16/255) will demonstrate

distinct histogram patterns with clearly separable peaks, making
them a valid candidate for classification by threshold. However,
when it comes to minimal few-pixel perturbations (Figure 8e, which
shows a 3-pixel change attack), the distance distributions overlap,
and it becomes challenging to separate attack samples from origi-
nal samples based solely on the similarity distribution. This finding
reveals the underlying mechanism of perturbation-based attacks: In
cases of larger perturbations, adversarial attacks can alter the se-
mantics of the image. Conversely, even with minimal perturbations
that do not significantly change the image’s semantics, the model
can still be effectively perturbed, exploiting the model’s inherent
weaknesses.

Given that C&W attacks are designed by optimizing a target
function to minimize the perturbation of adversarial samples [17],
we can use the semantic shift between successful C&W attack sam-
ples and original samples as a scoring mechanism for evaluating the
model’s resistance to perturbations. We therefore investigated the
attention mechanisms of adversarial samples generated by C&W
attacks, focusing on key concept words 𝐶𝑜𝑛𝑐𝑒𝑝𝑡pro to identify the
regions of the input samples that are most susceptible to pertur-
bation. Comparing the cross-attention maps extracted from both
original and adversarial samples gives us the differences depicted
in Figure 9a.

The heatmaps provide a spatial representation of the changes
between the original and attacked samples. Under minimal pertur-
bation, the proportion of positions where attention shifts is small.
This suggests that while minimal perturbations introduce discrep-
ancies, these are localized to specific regions of the image rather
than being dispersed across the entire map. These regions can there-
fore serve as focal points for designing defenses that minimize the
impact of such perturbations. The gradient maps in Figure 9b are
derived from the cross-attention maps of both the original and
C&W attack adversarial samples and show regions with significant
differences between the original and adversarial samples.
Model conceptual vulnerabilities. Next, we focus on analyz-
ing a specific type of misclassified sample: instances incorrectly
categorized from Class A to Class B. By observing how these erro-
neous samples shift the concepts inherent to Class A, we can infer
the model’s vulnerabilities when learning concepts from Class A.
Specifically, we analyze adversarial samples generated using FGSM-
16, where instances from the “Airplane” class are misclassified as
the “Bird” class in the CIFAR-10 dataset. This focus is motivated by
the previous experiment in Section 5.1.2, where FGSM-16 was found
to effectively perturb the semantic concepts of samples. By examin-
ing the specific concepts that are disrupted, we can determine the
model’s dependency on those concepts.

Figure 10 illustrates the intensity of different concepts for both
the original and adversarial samples within this subset. It is evident
that for the prominent concept word “Airplane”, a subtle shift oc-
curs, indicating that the adversarial sample has indeed affected the
semantic understanding of “Airplane”. However, for the concept
words “Body” and “Sky”, there is a more significant divergence,
suggesting that the target model’s classification of the “Airplane”
category relies heavily on these two concepts. Consequently, when
perturbations alter the input’s relationship to these concepts, the
model’s classification process is disrupted.
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Figure 11: Two examples illustrate the difference in Grad-

CAMattention for various conceptwords extracted fromorig-

inal and adversarial samples in CIFAR-10 under the FGSM-16

attack. These examples, which involve transferring samples

from airplanes to birds, demonstrate the conceptual-level

perturbations affecting model decisions.

For sample-wise analysis, we performed Grad-CAM visualiza-
tions for each relevant concept. Figure 11 depicts that the attack
effectively diminishes the attention on the concept word “Airplane”
in both samples. For the first example, the position of the “wings”
is misinterpreted, making the area resemble a bird spreading its
“wings”. Additionally, the model’s attention to the “sky” is intensi-
fied, creating a connection with the main object and leading the
model to classify it as a bird. In the second example, the attention
on the “body” is dispersed throughout the image, leading the model
to potentially perceive the scene as consisting of one large bird and
two smaller birds. Simultaneously, the “sky” extends to the lower
part of the image, further contributing to the misclassification. This
reveals the model’s instability when these specific concepts are
perturbed.

Text

Original
Memes

Variants Generation for
China 

Variants Generation for
Mexico  

Figure 12: Grad-CAM attention overlaid onmemes represent-

ing different stereotypes verifies the ability of ConceptLens

to investigate bias. High-attention areas are highlighted us-

ing a yellow frame.

Takeaway 5: ConceptLens identified low-perturbation attacks
(e.g. C&W attack) that exploit the model’s weaknesses in specific
input regions. Moreover, ConceptLens identified concepts the tar-
get model is overly dependent on, which suspicious concepts are
misleading it, and how disrupting key concepts negatively impacts
the model. These weaknesses in concepts arise from the model’s
inability to fully learn all the concepts associated with each class
from the training data.

5.2 Model Bias

In this section, we will explore whether ConceptLens can detect
shifts in samples related to biased concepts and thereby identify
the locations in the image associated with biased semantics. While
models may exhibit various forms of bias (e.g., gender bias, racial
bias), this study specifically focuses on sociological bias due to its
subtlety. However, the proposed methodology can be adapted to ad-
dress other types of bias by evaluating different concepts. Previous
works [67, 68] manually quantified image bias, yet ConceptLens
will allow us to automatically quantify the extent to which a sample
exhibits sociological bias.

In image generationmodels, usersmay deliberately craft prompts
to induce biased outputs. To preserve utility, the model may be
compelled to generate images containing sociological bias. We first
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investigate whether ConceptLens is capable of detecting socio-
logical symbols embedded (i.e., sociological bias) in the generated
images. Furthermore, the model’s behavior may also vary depend-
ing on the embedded sociological symbols. For example, it may
tend to generate high-quality toxic memes more frequently when
specific country flags are used compared to others. Leveraging
ConceptLens’s ability to capture sociological symbols, we fur-
ther assess such model bias by evaluating the quality of generated
samples associated with different societies.

Different from the data bias injection discussed in Section 4.1.2,
wherewe evaluate themodel’s implicit preferenceswhen no specific
concept is provided (e.g., using the prompt “a girl drinking cola”,
and observing whether the model tends to generate Coca-Cola),
here we evaluate the model’s ability to generate explicitly specified
concepts. For example, we prompt the model to generate specific
country flags in memes and evaluate its generation quality for each,
in order to interpret the model’s bias toward different entities.
Note: This section includes some discriminatory content that

may disturb some readers. We have chosen to show these

examples for illustration only and to arouse public awareness

of this potential risk.

5.2.1 Integrity Evaluation: Bias Localization. Image editingmodel.

Following prior work that used text-to-image models to generate bi-
ased memes [68], we employ DreamBooth [71] as a learning-based
technique designed for image editing, which has been previously
identified as a potential method for biased image generation.
Generation process for bias quantification. For a given image
sample, sociological associations are often evoked by the presence
of distinctive sociological symbols (e.g., objects, clothing, style,
color schemes). By generating samples that explicitly include such
sociological symbols, we evaluate whether ConceptLens can suc-
cessfully associate these features with the corresponding society,
thereby identifying samples that evoke sociological associations in
human perception.

To achieve this, we selected three widely recognized memes that
lack any inherently biased connotations – namely, “Doge”, “Pepe
the Frog”, and “Wojak” to generate variants. Using ChatGPT, we
created stereotype keywords related to “Mexicans” and “Chinese”
as prompts listed in Appendix F.1 to generate meme variants with
biases towards these groups. For analysis, we focused on the most
visually apparent samples.

We first overlay the heatmap by normalizing the Grad-CAM at-
tention focused on the country concept onto the generated memes
to observe the intensity and location of the country-related concept
within the image. Figure 12 shows our ConceptLens framework
identifying biased regions across variants of the three different
memes, with attention consistently focused on items and elements
with biased connotations. Additionally, for unsuccessful genera-
tions (as seen in the first column), the attention does not concentrate,
indicating a lower tendency to flag benign samples as biased.

We found that the attention mechanism successfully identifies
unique sociological symbols across different cultures. For exam-
ple, in the second column, ConceptLens associates the depicted
chopsticks as a symbol of China, a reasonable link to form. This
demonstrates ConceptLens’s ability to discern implicit sociological

features and bias, allowing it to quantify the relationship between
generated content and a specific society.

5.2.2 Attribution: Models’ Generation Ability. Based on these in-
sights for overlapping the Grad-CAM, we designed a new quan-
tification to attribute models’ biased generation across different
society. An ideal, unbiased generative model should exhibit uniform
generation quality across all societies. We designed two case studies
to investigate whether current meme generation models exhibit
consistent behavior across different society. Please find more details
in Appendix F.

Takeaway 6: ConceptLens effectively locates sociological bias
within memes and provides a heuristic for the degree of bias present,
providing valuable insights into how sociological biases are re-
flected and propagated in generated content. This capability
allows us to assess the performance of AIGC models in memes
editing across different society, where we observed significant
variations. The generation performance is stronger for certain
countries, likely due to their sociological prominence causing
the unbalanced training samples. This could be used to reveal
inherent biases and unfairness in current generative AI.

Takeaway 7: While adversarial robustness and unreliable gen-
eration are model-level issues, they are still rooted in deficiencies
at the data level. The imbalance and lack of comprehensiveness in
training data concepts result in the model’s insufficient understand-
ing of certain concepts. Additionally, the unequal representation of
concepts across different groups in the training data leads to biases
in the model.

6 CONCLUSION

The paper introduces ConceptLens as a novel approach to under-
standing and addressing integrity in AI models during training and
inference by analyzing conceptual shifts, effectively tackling both
intentional and unintentional risks. ConceptLens demonstrates
strong detection performance against vanilla poisoning attacks
while uncovering a new bias injection threat driven by malicious
concept shifts, such as covert advertisements. It identifies uninten-
tional samples with privacy risks and evaluates the influence of
specific concepts on model memorization. For model-level risks,
ConceptLens achieves high anomaly detection rates for image
classifiers and multimodal VLP attacks, revealing overreliance on
certain concepts and the negative impact of disrupting key con-
cepts, emphasizing the need for comprehensive concept learning.
Additionally, ConceptLens quantifies sociological bias in AIGC
models, particularly memes, by localizing and measuring biases tied
to sociological symbols. We attribute model-level issues to the lack
of integrity and balance in the representation of concepts within
the training data.

We acknowledge that ConceptLens can only identify concepts
on which a target model is overly dependent, and this may not al-
ways be sufficient to understand the root cause of a failure. Causality
analysis through concept shift is one future work. The paper also
does not explore the dynamic nature of concepts. Another avenue
for future work is to study the semantic meaning of a concept which
can evolve over time, influenced by societal factors.
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APPENDIX

A ETHICAL CONSIDERATIONS

Our work aims to evaluate the risks in deep learning models from
the model training stage to the inferencing stage. We do this by
building a multimodal analysis framework ConceptLens. There
are no potential harms associated with our research. We use this
to analyze the trustworthy risks faced by critical models following
Figure 1 and use our framework to examine integrity anomaly
detection for probing samples, attributing models’ faults.
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Table 4: Adversarial attack detection performance on CI-

FAR10 across different cross-attention layers (1 to 6)

Attack Type Noise Parameter Layer 1 Layer 2 Layer 3 Layer 4 Layer 5 Layer 6
DR FPR DR FPR DR FPR DR FPR DR FPR DR FPR

FGSM 8/255 0.995 0.01 0.995 0.01 1 0.01 0.995 0.01 0.955 0.005 0.935 0.015
FGSM 16/255 1 0.01 1 0.01 1 0.01 1 0.015 1 0.01 0.995 0.005
FGSM 32/255 1 0.015 1 0.015 1 0.015 1 0.01 1 0.015 1 0.015
PGD-Linf 8/255 0.97 0.015 0.96 0.01 0.93 0.01 0.955 0.01 0.93 0.01 0.935 0.025
PGD-Linf 16/255 1 0.015 1 0.015 1 0.015 1 0.015 1 0.01 0.995 0.005
PGD-Linf 32/255 1 0.015 1 0.015 1 0.015 1 0.015 1 0.01 1 0.005
C&W Linf 0.705 0.015 0.725 0.015 0.66 0.015 0.65 0.005 0.66 0.02 0.625 0.015
Pixel 3 0.965 0.01 0.95 0.01 0.9 0.02 0.89 0.015 0.88 0.02 0.895 0.015
df - 0.625 0.015 0.64 0.005 0.525 0.005 0.59 0.015 0.595 0.015 0.58 0.01
JSMA - 1 0.005 0.99 0.005 0.965 0.005 0.975 0.01 0.965 0.02 0.94 0.015
Avg 0.926 0.0115 0.926 0.0105 0.898 0.0115 0.9055 0.012 0.8985 0.0115 0.89 0.0125

Layer 1 Layer 2 Layer 3 Layer 4 Layer 5 Layer 6

Figure 13: Grad-CAM attention visualization on different

layer with samples form CIFAR-10 dataset.

B ABLATION STUDIES FOR CONCEPTLENS

We conducted ablation studies on the CIFAR-10 dataset for the
image classification task, as adversarial attacks are a critical aspect
of reliability. This setup also allows us to compare a wider range of
adversarial attack and detection methods.

B.1 Cross-attention Layers

We present the ablation results for map extraction from different
cross-attention layers. As shown in Figure 13, the map extracted
from the third layer most closely aligns with human-perceived re-
sults compared to other layers. Therefore, we use the cross-attention
results from the third layer for our comparisons.

Additionally, we utilize feature matrices extracted from different
cross-attention layers to guide adversarial detection in Table 4. Our
findings indicate that the differences across layers are relatively
minor: the first two layers perform better for detecting smaller
perturbations, while the last layer achieves a lower false positive
rate (FPR) for larger perturbations. To maintain consistency with
the visualizations, we choose the third layer as the feature extraction
point in the main text.

B.2 Concept Segments

We also conducted experiments to analyze the impact of using differ-
ent segments on adversarial detection performance, as shown in Ta-
ble 5. The results indicate that using the original label segment (e.g.,
“airplane”) consistently achieves the best detection performance,
with both high detection rates (DR) and low false positive rates
(FPR). Adding additional descriptive segments does not provide
significant improvements and, in some cases, slightly increases the
FPR. Therefore, the original label remains the most effective choice
for detection. We infer that the differences in certain fine-grained
class-specific features of a sample may exceed those introduced by
adversarial attacks. Thus, finer-grained features are better suited

Table 5: Adversarial attack detection performance on CI-

FAR10 with different selected segments on class airplane.

The first segments is “This is an image of an airplane” us-

ing the word “airplane”. The second segments is “This is an

image of an airplane flying in the sky” using the word “air-

plane” and “sky”. The third segments is “This is an image

of an airplane with its wings and body in the sky” using the

word “airplane”, “wings”, “body”, and “sky”.

Attack Type Noise Parameter Airplane Airplane + sky Airplane + body
+ wings + sky

DR FPR DR FPR DR FPR
FGSM 8/255 0.995 0.01 0.995 0.01 0.995 0.015
FGSM 16/255 1 0.015 1 0.015 1 0.015
FGSM 32/255 1 0.015 1 0.015 1 0.015
PGD-Linf 8/255 1 0.015 1 0.015 1 0.015
PGD-Linf 16/255 1 0.015 1 0.015 1 0.015
PGD-Linf 32/255 1 0.015 1 0.015 1 0.015
C&W Linf 0.86 0.015 0.815 0.025 0.845 0.015
Pixel 3 0.975 0.015 0.955 0.01 0.89 0.01
df - 0.76 0.015 0.765 0.01 0.815 0.02
JSMA - 0.975 0.015 0.95 0.015 0.92 0.015

Table 6: Adversarial attack detection performance on CI-

FAR10 across different base model.

Attack Type Noise Parameter DNN-GP ConceptLens (ALBEF [43]) ConceptLens (BLIP [41])
DR FPR DR FPR DR FPR

FGSM 8/255 1 0.04 1 0.01 0.995 0.01
FGSM 16/255 1 0.04 1 0.01 1 0.015
FGSM 32/255 1 0.04 1 0.01 1 0.015
PGD-Linf 8/255 1 0.04 1 0.01 0.995 0.015
PGD-Linf 16/255 1 0.04 1 0.015 1 0.015
PGD-Linf 32/255 1 0.04 1 0.015 1 0.015
C&W Linf 1 0.04 0.66 0.015 0.995 0.01
Pixel 3 0.925 0.01 0.90 0.005 1 0.015
df - 0.998 0.04 0.525 0.005 0.995 0.01
JSMA - 0.999 0.04 0.965 0.015 0.985 0.015

for inferring the intent behind the attack and the model’s depen-
dency on specific attributes, rather than being used as features for
detection.

B.3 Different Base VLP Model - BLIP

To measure the transferability on other VLP models, we further
conducted an experiment using BLIP [41] as another base model
To keep the same as ALBEF, we also aggregate cross-attention fea-
tures in the middle layer (layer 6 for BLIP). According to Table 6,
using ConceptLens based on BILP outperformed ALBEF by achiev-
ing >99% DR and <2% FPR across all attacks, even beats DNN-GP
(dataset dependent method) on most of attacks. However, higher
computational will be cost for BILP then using ALBEF.

C DATA-LEVEL: BIAS INJECTION

SUPPLEMENTARY

C.1 Full Prompt Settings

Figure 14 provides the full version of prompts for the text-to-image
models. We also translated these prompts to Chinese for the TongYi-
WangXiang model.
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Figure 14: The complete prompts for the 30 objects are listed

here. We chose to use “a girl” followed by a specific object

as a consistent anchor, simulating the type of prompts that

might realistically be used with text-to-image models.

C.2 Advertisement Generation Performance

Table 7 and Table 8 show the advertisement generation rate across
different text-to-image models for different objects. Here, we only
accounted for those obvious logo appearances.

C.3 New Threats: Poisoning Model for a

Targeted Brand Logo

Inspired by recent prompt-specific poisoning attack on diffusion
models [79], we experimentally demonstrate advertisement/bias
injection through prompt modification. In this experiment, the at-
tacker (advertiser) aims at forcing prompts containing ‘cola’ to gen-
erate ‘Pepsi cola’ even though the prompts do not contain the word
‘Pepsi’. Specifically, we use Azure’s Bing Search [6] to download
and select 125 images which all present clear Pepsi cola branding
without showing any non-Pepsi cola. The corresponding prompts
are generated using a pre-trained BLIP model [42] and manually
modified by changing all ‘pepsi cola’ into ‘cola’. The poisoned sam-
ples are duplicated to 500 images, and we then fine-tune a Stable
Diffusion 2.1 model [2] using 100K SBU captions dataset [63] and
the poisoned samples. Figure 15 demonstrates the visualized poi-
soning effect in each epoch in the fine-tuning process. At the early
stage of poisoning (e.g., epoch 1 and 2), generated images from
diffusion model present normal cola without any brand. However,
after epoch 3, most generated images from the diffusion model
will contain a brand similar to the Pepsi logo. The quality and fre-
quency of these continue to increase with the training epochs. For
example, in the epoch 4, only 3.4% of generated images have a
high-quality Pepsi logo (i.e., logos that can be directly recognized
as Pepsi from human eyes), but in the epochs 6 and 10, 29.0% and
54.8% of generated images contain such Pepsi logos.

D DATA-LEVEL: PRIVACY EXPLOSURE

SUPPLEMENTARY

In this section, we provide additional privacy analysis on theMNIST
dataset. The results are consistent with those observed on the
CIFAR-10 dataset, showing a semantic gap between high-risk and
low-risk samples from Figure 16, as well as differences in spatial
information could be shown in Figure 17. Additionally, a model

Figure 15: Visualization of poisoning effect during a 10-epoch

fine-tuning of diffusion model. In each epoch (column), 3

generated images are randomly selected with the diffusion

model trained after the corresponding epoch.

Figure 16: Sample-wise linear feature similarly distributions

of high privacy risk sample and low privacy risk sample for

MNIST on Wide ResNet, revealing the same observation as

CIFAR10.

0.0001
0.0483

0.0001
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(a) Org/Adv (Cross-attention)

0.0000
0.0004

0.0000
0.0004

(b) Org/Adv (Grad-CAM)

Figure 17: Cross-attention maps and Grad-CAM attention

of High-risk and low-risk samples for CIFAR-10 on Wide

ResNet.

trained on low-risk samples from the MNIST dataset achieves a
100% detection rate for high-risk samples with a 1% false positive
rate.

We also conducted a long-tail experiment on long-tail data to
measure the effect, we just constructed a long-tailed version of the
CIFAR-10 dataset using an exponential decay factor of 0.01 [12].
Models trained on both the original and filtered datasets showed
a slight testing performance gap of 0.85%, while the standard de-
viation across all classes drops from 19.4% to 17.6%. This slight
difference stems from our method’s focus on conceptual distribu-
tion, instead of direct alignment with statistical data distribution.

E MODEL-LEVEL: ROBUSTNESS

ADVERSARIAL SUPPLEMENTARY

In this section, we present additional security settings and analy-
sis results, including more insightful experiments on the CIFAR-
10 dataset, as well as supplementary experiments across different
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Table 7: Advertisement generation rate for open source models. Here, we only counted the generated samples that contain

clearly recognizable brand logo.

Type Item Stable Diffusion 1.4 (n=160) Stable Diffusion 2.1 (n=160) Stable Diffusion XL (n=160) Stable Diffusion 3 (n=160) Flux-1 (n=160)

op op+b op-b op op+b op-b op op+b op-b op op+b op-b op op+b op-b

Packaged Food Cola 0.094 0.119 0.038 0.000 0.006 0.000 0.406 0.438 0.206 0.738 0.031 0.000 0.594 0.600 0.488
Packaged Food Energy drink 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
Packaged Food Potato Chips 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.331 0.031
Electronic device smartphone 0.000 0.000 0.006 0.000 0.000 0.000 0.019 0.013 0.019 0.013 0.019 0.019 0.075 0.138 0.050
Electronic device laptop 0.013 0.031 0.081 0.006 0.038 0.063 0.063 0.125 0.019 0.119 0.669 0.594 0.244 0.219 0.594
Electronic device tablet 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.019 0.031 0.006
Fashion Monogram Bag 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.250 0.238 0.963 0.925 1.000
Fashion Wallet 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
Fast food Fries 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
Luxury car Sedan 0.000 0.019 0.006 0.000 0.019 0.025 0.000 0.000 0.050 0.000 0.000 0.000 0.119 0.025 0.069
Luxury car Suv 0.025 0.031 0.013 0.013 0.031 0.063 0.131 0.200 0.100 0.000 0.350 0.225 0.350 0.200 0.225
Luxury car Electric Car 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
Luxury car MPV 0.000 0.000 0.006 0.000 0.019 0.013 0.000 0.000 0.075 0.006 0.275 0.125 0.125 0.275 0.125

op: original prompt in Appendix C.1; op + b: original prompt + “with brand”; op + b: original prompt + “without brand”.

Table 8: Advertisement generation rate for closed source

models. Here, we only counted the generated samples that

contain clearly recognizable brand logo.

Type Item Dalle 2 (n=20) Dalle 3 (n=20) Midjourney (n=20) TongYiWangXiang (n=20)

op op+b op-b op op+b op-b op op+b op-b op op+b op-b

Packaged Food Cola 0.000 0.000 0.000 0.200 0.250 0.350 0.350 0.550 0.300 0.700 0.900 0.850
Packaged Food Energy drink 0.000 0.000 0.000 0.050 0.200 0.000 0.000 0.100 0.000 0.050 0.300 0.150
Packaged Food Potato Chips 0.000 0.000 0.000 0.400 0.450 0.200 0.000 0.000 0.000 0.100 0.800 0.450
Electronic device smartphone 0.000 0.000 0.000 0.000 0.000 0.000 0.050 0.250 0.000 0.050 0.050 0.000
Electronic device laptop 0.000 0.000 0.000 0.000 0.000 0.000 0.850 0.950 0.550 0.200 0.700 0.350
Electronic device tablet 0.000 0.000 0.000 0.000 0.000 0.000 0.050 0.350 0.000 0.150 0.350 0.200
Fashion Monogram Bag 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.500 0.800 0.900
Fashion Wallet 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.100 0.400 0.300
Fast food Fries 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.100 0.700 0.450
Luxury car Sedan 0.000 0.000 0.000 0.000 0.000 0.000 0.100 0.350 0.000 0.000 0.000 0.000
Luxury car Suv 0.000 0.000 0.000 0.000 0.000 0.000 0.300 0.250 0.100 0.000 0.000 0.000
Luxury car Electric Car 0.000 0.000 0.000 0.000 0.050 0.000 0.100 0.150 0.050 0.100 0.150 0.150
Luxury car MPV 0.000 0.000 0.000 0.000 0.050 0.000 0.150 0.050 0.000 0.000 0.000 0.000

op: original prompt in Appendix C.1; op + b: original prompt +
“with brand”; op + b: original prompt + “without brand”.

datasets and base models for both image classification and vision-
language pretraining tasks.

E.1 Adversarial Adaptation Possibility

ConceptLens is designed for use by model developers and is not
intended for public release. In a white-box scenario, an attacker
could theoretically train a shadow ConceptLens model, compute
the EllipticEnvelope gradient, and use methods like FGSM [29] or
PGD [56] to craft adversarial perturbations. These perturbations
could force the VLPmodel to produce a precomputed feature matrix,
potentially bypassing detection. However, achieving this requires a
well-tuned joint loss function, significantly increasing the attack’s
complexity and time cost. In a black-box scenario, an attacker might
attempt a label-only attack by querying the EllipticEnvelope clas-
sifier. However, methods like HopSkipJump Attack [19], which
assume a smooth decision boundary, are ineffective against Ellip-
ticEnvelope’s discrete ellipsoidal boundary. Similarly, Boundary
Attack [10], which relies on sampling decision boundary points,
struggles with EllipticEnvelope’s non-continuous nature. While
brute-force approaches like Pixel Attack remain theoretically possi-
ble, they incur high time complexity and perturbation costs, making
them impractical.

E.2 Extended Results for Image Classification

E.2.1 Results for Mnist and Celeba. We provide typical results on
MNIST and CelebA, in Figures 18 and 19. The results are consistent
with those presented in the main text, highlighting that the altered
regions are critical areas that require protection.

Figure 18: Original, adversarial and difference between of

concept attention maps with C&W attack for MNIST.

Figure 19: Original, adversarial and difference between of

concept attention maps with C&W attack for Celeba.

Table 9: Adversarial attack detection performance on MNIST.

DR and FPR represent the Detection Rate and False Positive

Rate, respectively, for each detection method, illustrate us-

ability for our ConceptLens on gray-scale small dataset.

Attack Setting Detection Baseline ConceptLens (Ours)

Attack Method Noise Parameter MagNet Z-score NIC DNN-GP Elliptic Envelope
DR FPR DR FPR DR FPR DR FPR DR FPR

FGSM
32 / 256 0.994 0.15 0.00 0.1429 1.00 0.1012 1.00 0.04 1.00 0.0134
64 / 256 1.00 0.15 0.2041 0.1429 1.00 0.1012 1.00 0.04 1.00 0.015
80 / 256 1.00 0.15 0.5714 0.1429 1.00 0.1012 1.00 0.04 1.00 0.005

PGD Inf
8 / 256 0.266 0.15 0.1875 0.2188 1.00 0.1012 1.00 0.04 1.00 0.015
16 / 256 0.068 0.15 0.1429 0.1429 1.00 0.1012 1.00 0.04 1.00 0.015
32 / 256 0.136 0.15 0.5714 0.1429 1.00 0.1012 1.00 0.04 1.00 0.015

JSM - 0.803 0.15 0.2244 0.1633 1.00 0.1012 1.00 0.04 0.965 0.015
DeepFool - 0.298 0.15 0.2244 0.1633 1.00 0.1012 1.00 0.04 0.525 0.005
Pixel 3 1.00 0.15 1.00 0.1429 1.00 0.1012 1.00 0.04 1.00 0.04
C&W Linf 1.00 0.15 0.5714 0.1429 1.00 0.1012 1.00 0.04 0.99 0.015

In addition, we report the detection performances on MNIST and
CelebA in Tables 9 and 10. The results shows that ConceptLens
works well on detecting faulty samples on MNIST and CelebA,
given even better results on CIFAR-10 in Table 2.

E.3 Extended Results for Vision Language

Pre-training Models

E.3.1 Expanded Detection Results. In this section, we provide ad-
ditional results on the detection performance across various VLP
models, datasets, downstream tasks, and different attacks, as shown
in Table 11. The data demonstrates the superiority of our approach.
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Table 10: Adversarial attack detection performance on

CelebA. DR and FPR represent the Detection Rate and False

Positive Rate, respectively, for each detection method, illus-

trate usability for our ConceptLens on HD dataset.

Attack Setting Detection Baseline ConceptLens (Ours)

Attack Method Noise Parameter MagNet Z-score NIC DNN-GP Elliptic Envelope
DR FPR DR FPR DR FPR DR FPR DR FPR

FGSM
32 / 256 0.89 0.12 0.20 0.15 0.95 0.05 1.00 0.02 1.00 0.01
64 / 256 0.91 0.12 0.31 0.15 0.96 0.05 1.00 0.02 1.00 0.01
80 / 256 0.92 0.12 0.40 0.15 0.97 0.05 1.00 0.02 1.00 0.01

PGD Inf
8 / 256 0.75 0.14 0.35 0.16 0.93 0.07 1.00 0.02 1.00 0.01
16 / 256 0.78 0.14 0.38 0.16 0.94 0.07 1.00 0.02 1.00 0.01
32 / 256 0.80 0.14 0.41 0.16 0.95 0.07 1.00 0.02 1.00 0.01

JSM - 0.82 0.13 0.42 0.17 0.96 0.06 1.00 0.02 0.98 0.01
DeepFool - 0.84 0.13 0.44 0.17 0.97 0.06 1.00 0.02 0.97 0.01
C&W Linf 0.90 0.12 0.50 0.15 0.99 0.05 1.00 0.02 0.99 0.01

F MODEL-LEVEL: BIASED GENERATION

SUPPLEMENTARY

F.1 Prompt Settings for Generating Harmful

Memes

We provided the full version of prompts for DreamBooth models in
Figure 20, with original prompt “photo of a sks dog”, “photo of a
sks carton frog" and “photo of a sks line drawing man”.

F.2 Attribution: Models’ Generation Ability

We designed a new quantification to attribute models’ biased gen-
eration across different societies.
Bias score: Based on these insights for overlapping the Grad-Cam,
we developed a pair (𝑠, 𝑔) for a specific society, where the first com-
ponent 𝑠 is a score by combining the linear similarity defined in F1
in Section 3.2.2 and the second component denotes the maximum
value in a matrix of Grad-CAM attention 𝑔 = max𝑖, 𝑗 𝐺𝑖, 𝑗 , where the
matrix𝐺 is defined in F3 in Section 3.2.2. This score is used to rank
all generated samples. We finally stretched the pair (𝑠, 𝑔) and nor-
malized it into obtaining an ultimate bias score for a specific society
as follows: Bias Score = 𝛼 × 𝑠−min(s)

max(s)−min(s) + 𝛼 × 𝑔−min(g)
max(g)−min(g) ,

where (s, g) belongs to all sample pairs, 𝛼 as a constant (here we use
0.5). It is worth noting that one limitation of this score is that both
the Grad-CAM attention intensity and the bias score are relative
measures, which only allow for comparisons within each individual
cultural group, rather than across different cultures.
Case study settings.We aim to investigate whether current meme
generation models exhibit consistent behavior across different soci-
eties. To this end, we designed two case studies. In the first case,
we attempted to generate meme variants based on the “Pepe the
Frog” prototype, using the national flags of different countries as
backgrounds. In the second case, we focused on generating meme
variants of the “Doge” prototype, incorporating the most iconic hats
from various countries. For each prompt, we generated 300 samples,
resulting in a total of 2 × 7(nations) × 300 samples. We selected
three interesting examples with high, middle and low scores for
each category to analyze.
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Figure 21: Selected samples form for each national flag on

“Pepe the Frog” meme with a high to low bias score, we high-

light the high attention area using yellow frame.

Case study 1: National flag generation in background. Based
on Figure 21, we observe that our bias grounding performs well on
national flags. The model generates the American and Chinese flags
with high accuracy and completeness, and captures key features of
the British and Canadian flags in samples with higher bias scores.
However, it struggles with the flags of Japan, Switzerland, and
Mexico, particularly failing to capture the primary colors of the
Mexican flag, even in the samples with the highest bias scores. This
suggests that current text-to-image models may be influenced by a
country’s prominence.
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Figure 22: Selected samples form for each national hat on

“Doge” meme with a high to low bias score, we highlight the

high attention area using yellow frame.

Case Study 2: Typical Hat Generation. Regarding the gener-
ation of hats from different countries, Figure 22 shows that hats
featuring ethnic patterns tend to receive higher bias scores. The
hats generated for the United States and the United Kingdom are
the most accurate, closely resembling real-life hats, again reflecting
the importance of sociological prominence. However, generation
quality does not necessarily correlate with the level of bias. For
instance, in the last column, despite the good quality of the British
and Canadian hats, they are harder to associate with a specific
sociological stereotype due to their widespread use in daily life
across different countries. This demonstrates that the bias score
provided by ConceptLens aligns well with human perception of
sociological bias.
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Figure 20: The prompts for generating toxic and biased meme.

Table 11: Adversarial attack detection performance on mul-

timodal VLP tasks based on ITR task (exclude CLIP-ViT &

Flickr30K on Table 3, and VE task with TCLmodel with SNLI-

VE dataset.

Attack Setting Detection Baseline ConceptLens (Ours)

Dataset Base Model Attack Type Z-score PPL MPL Elliptic Envelope
DR FPR DR FPR DR FPR DR FPR

Flickr30K

ALBEF

Bert-attack 0.19 0.15 0.21 0.15 0.89 0.05 1.00 0.02
PGD-attack 0.10 0.10 0.15 0.15 0.06 0.05 0.98 0.01
Sep-Attack 0.15 0.12 0.22 0.15 0.87 0.05 1.00 0.01
Co-attack 0.17 0.13 0.24 0.15 0.83 0.05 1.00 0.02
Sl-attack 0.19 0.17 0.16 0.15 0.75 0.05 1.00 0.01

TCL

Bert-attack 0.13 0.12 0.19 0.15 0.88 0.05 1.00 0.01
PGD-attack 0.11 0.11 0.16 0.15 0.04 0.05 0.98 0.01
Sep-Attack 0.16 0.11 0.21 0.15 0.88 0.04 1.00 0.01
Co-attack 0.16 0.14 0.19 0.15 0.81 0.06 1.00 0.01
Sl-attack 0.18 0.15 0.18 0.15 0.75 0.04 1.00 0.01

CLIP-CNN

Bert-attack 0.13 0.11 0.25 0.15 0.82 0.07 1.00 0.01
PGD-attack 0.14 0.13 0.15 0.15 0.08 0.06 0.85 0.02
Sep-Attack 0.16 0.14 0.23 0.15 0.81 0.06 1.00 0.02
Co-attack 0.14 0.14 0.22 0.15 0.81 0.06 1.00 0.02
Sl-attack 0.20 0.16 0.22 0.15 0.72 0.04 0.99 0.02

MSCOCO

ALBEF

Bert-attack 0.18 0.12 0.25 0.15 0.92 0.09 1.00 0.01
PGD-attack 0.10 0.10 0.13 0.15 0.06 0.07 0.97 0.02
Sep-Attack 0.18 0.11 0.25 0.15 0.91 0.06 1.00 0.01
Co-attack 0.19 0.11 0.25 0.15 0.92 0.06 1.00 0.02
Sl-attack 0.23 0.14 0.25 0.15 0.81 0.05 1.00 0.02

TCL

Bert-attack 0.25 0.17 0.26 0.15 0.90 0.06 1.00 0.01
PGD-attack 0.13 0.13 0.15 0.15 0.05 0.05 0.95 0.01
Sep-Attack 0.21 0.16 0.24 0.15 0.88 0.08 1.00 0.01
Co-attack 0.19 0.12 0.21 0.15 0.83 0.05 1.00 0.02
Sl-attack 0.27 0.15 0.26 0.15 0.81 0.05 1.00 0.01

CLIP-ViT

Bert-attack 0.24 0.15 0.26 0.15 0.92 0.05 1.00 0.02
PGD-attack 0.10 0.10 0.16 0.15 0.05 0.05 0.96 0.01
Sep-Attack 0.19 0.10 0.27 0.15 0.94 0.05 1.00 0.01
Co-attack 0.18 0.10 0.25 0.15 0.90 0.06 1.00 0.01
Sl-attack 0.22 0.14 0.25 0.15 0.75 0.06 1.00 0.02

CLIP-CNN

Bert-attack 0.20 0.12 0.23 0.15 0.88 0.05 1.00 0.01
PGD-attack 0.11 0.10 0.16 0.15 0.05 0.06 0.93 0.02
Sep-Attack 0.18 0.10 0.26 0.15 0.90 0.06 1.00 0.01
Co-attack 0.18 0.10 0.25 0.15 0.90 0.05 1.00 0.02
Sl-attack 0.24 0.14 0.26 0.15 0.76 0.06 1.00 0.02

SNLI-VE TCL

Bert-attack 0.16 0.14 0.18 0.15 0.80 0.17 0.94 0.01
PGD-attack 0.16 0.16 0.16 0.15 0.17 0.17 0.76 0.01
Sep-Attack 0.16 0.14 0.18 0.15 0.81 0.19 1.00 0.01
Co-attack 0.16 0.17 0.18 0.15 0.67 0.15 0.97 0.01

20


	Abstract
	1 Introduction
	2 Background and Related Work
	2.1 Data Integrity
	2.2 Model Integrity

	3 ConceptLens
	3.1 Concept Shift
	3.2 Design of ConceptLens

	4 Data-Level Integrity Evaluation
	4.1 Data Poisoning and Bias Injection
	4.2 Privacy Exposure

	5 Model-Level Integrity Evaluation
	5.1 Robustness to Adversarial Attack
	5.2 Model Bias

	6 Conclusion
	References
	A Ethical Considerations
	B Ablation Studies for ConceptLens
	B.1 Cross-attention Layers
	B.2 Concept Segments
	B.3 Different Base VLP Model - BLIP

	C Data-level: Bias Injection Supplementary
	C.1 Full Prompt Settings
	C.2 Advertisement Generation Performance
	C.3 New Threats: Poisoning Model for a Targeted Brand Logo

	D Data-level: Privacy Explosure Supplementary
	E Model-level: Robustness Adversarial Supplementary
	E.1 Adversarial Adaptation Possibility
	E.2 Extended Results for Image Classification
	E.3 Extended Results for Vision Language Pre-training Models

	F Model-level: Biased Generation Supplementary
	F.1 Prompt Settings for Generating Harmful Memes
	F.2 Attribution: Models' Generation Ability


