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Abstract—The remarkable success of Large Language Models (LLMs) has illuminated a promising pathway toward achieving Artificial
General Intelligence for both academic and industrial communities, owing to their unprecedented performance across various
applications. As LLMs continue to gain prominence in both research and commercial domains, their security and safety implications
have become a growing concern, not only for researchers and corporations but also for all nations. Currently, existing surveys on LLM
safety primarily focus on specific stages of the LLM lifecycle, e.g., deployment phase or fine-tuning phase, lacking a comprehensive
understanding of the entire “lifechain” of LLMs. To address this gap, this paper introduces, for the first time, the concept of “full-stack”
safety to systematically consider safety issues throughout the entire process of data, training (pre-training, post-training), deployment
(deployment and final commercialization). Compared to the off-the-shelf LLM safety surveys, our work demonstrates several distinctive
advantages: (I) Comprehensive Perspective. We define the complete LLM lifecycle as encompassing data preparation, pre-training,
post-training (including alignment and fine-tuning, model editing, etc.), deployment and final commercialization. To our knowledge, this
represents the first safety survey to encompass the entire lifecycle of LLMs. (II) Extensive Literature Support. Our research is
grounded in an exhaustive review of over 900+ papers, ensuring comprehensive coverage and systematic organization of safety issues
within a more holistic understanding. (III) Unique Insights. Through systematic literature analysis, we develop reliable roadmaps and
perspectives for each chapter. Our work identifies promising research directions, including safety in data generation, alignment
techniques, model editing, and LLM-based agent systems. These insights provide valuable guidance for researchers pursuing future
work in this field. We provide an up-to-date review of the literature on LLM (agent) safety at
https://github.com/bingreeky/full-stack-llm-safety, which can be considered a useful support for both researchers and engineers.

Index Terms— Large Language Model, LLM-based Agent, Safety, Post-training, Alignment, Model Editing, Unlearning, Evaluation
✦

https://github.com/bingreeky/full-stack-llm-safety
https://arxiv.org/abs/2504.15585v4
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1 INTRODUCTION

The emergence and success of large language models
(LLMs) [1, 2, 3, 4, 5] have greatly transformed the modes of
production in both academia and industry [6, 7, 8, 9, 10, 11,
12, 13], opening a potential path for the upcoming artificial
general intelligence [14, 15, 16]. Going beyond this, LLMs,
by integrating tools [17, 18, 19, 20], memory [21, 22, 23, 24],
APIs [25, 26], and by constructing single-agent or multi-
agent systems with other LLMs, provide powerful tools
for large models to perceive, understand, and change the
environment [27, 28, 29, 30]. This has garnered considerable
attention for embodied intelligence [31, 32].

Unfortunately, the entire lifecycle of LLMs is constantly
confronted with security and safety issues [33, 34, 35, 36, 37].
During the data preparation phase, since LLMs require
ample and diverse data, and a significant amount of data
is sourced from the Internet and other open-source sce-
narios, the toxicity in the data and user privacy may seep
into the model parameters, triggering crises in the model
[38, 39, 40]. The pretraining process of the model, due to
its unsupervised nature, unconsciously absorbs these toxic
data and privacy information, thereby causing the model’s
“genetic makeup” to carry dangerous characteristics and
privacy issues [41, 42, 43, 44].

Before the model is deployed, if it is not properly aligned
with security measures, it can easily deviate from human
values [45, 46]. Meanwhile, to make the model more "spe-
cialized," the fine-tuning process will employ safer and more
customized data to ensure the model performs flawlessly
in specific domains [47, 48, 49, 50]. The model deployment
process also involves issues such as jailbreak attacks and
corresponding defense measures [51, 52, 53], especially for
LLM-based agents [54]. These agents may become contam-
inated due to their interaction with tools, memory, and the
environment [55, 56, 57, 58].

Previous surveys on LLMs have primarily focused on
the research aspects of LLM itself, often overlooking de-
tailed discussions on LLM safety [7, 34] and in-depth ex-
ploration of trustworthiness issues [75]. Meanwhile, off-the-
shelf surveys that do address LLM safety tend to concen-
trate on various trustworthiness concerns or are limited to
a single phase of the LLM lifecycle [33, 76, 77], such as
the deployment stage and fine-tuning stage. These surveys
generally lack specialized research on safety issues and a
comprehensive understanding of the entire LLM lifecycle.
Table 1 summarizes the differences between our survey and
previous surveys. Upon reviewing the aforementioned sur-
vey and systematically investigating the related literature,
we conclude that our survey endeavors to address several
questions that existing surveys have not covered:
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(wang.kun@ntu.edu.sg), Guibin Zhang is with National University of
Singapore (guibinz@outlook.com), Jiahao Wu is with The Hong Kong
Polytechnic University (jiahao.wu@connect.polyu.hk), Zhenhong
Zhou is with A*STAR (ydyjyazzh@gmail.com), Yang Liu is with
Nanyang Technological University (yangliu@ntu.edu.sg). * denotes
equal contribution and † denotes the corresponding authors.

TABLE 1: Survey Comparison on LLMs and Agents
settings.

Survey Object Stage⋆

LLM‡ Agent$ Data PT Edit FT Dep Eval

Year 2023
Zhao et al. [6] S+M - ✓ ✓ ✗ ✓ ✓ ✓

Liang et al. [59] M - ✓ ✓ ✓ ✓ ✗ ✗
Chang et al. [7] S+M - ✗ ✗ ✗ ✗ ✓ ✓
Zhang et al. [60] S+M - ✓ ✗ ✗ ✓ ✗ ✓
Wang et al. [28] - S ✗ ✗ ✗ ✗ ✓ ✓
Zhao et al. [61] S - ✗ ✗ ✓ ✓ ✗ ✓

Xi et al. [29] - S+MAS ✗ ✗ ✗ ✗ ✓ ✓
Shen et al. [62] S - ✗ ✗ ✓ ✓ ✗ ✓

Raiaan et al. [63] S - ✓ ✓ ✗ ✗ ✗ ✗
Kalyan et al. [64] S+M - ✗ ✓ ✗ ✓ ✓ ✓
Huang et al. [51] S - ✗ ✗ ✗ ✓ ✓ ✓

Shayegani et al. [65] S+M MAS ✗ ✗ ✗ ✓ ✓ ✗
Yao et al. [66] S - ✗ ✗ ✗ ✓ ✓ ✗

Year 2024
Guo et al. [27] - S+MAS ✗ ✗ ✗ ✗ ✓ ✓
Qin et al. [67] S+M - ✓ ✗ ✓ ✓ ✓ ✗

Hadi et al. [68] S - ✗ ✓ ✗ ✓ ✓ ✗
Sun et al. [69] S+M S ✗ ✗ ✗ ✓ ✓ ✓
Das et al. [70] S - ✗ ✗ ✗ ✓ ✓ ✗

He et al. [71] - S+M+
MAS ✗ ✗ ✗ ✗ ✓ ✗

Wang et al. [54] - S+MAS ✗ ✗ ✗ ✗ ✓ ✗

Year 2025
Tie et al. [72] S+M - ✓ ✗ ✗ ✓ ✓ ✗
Ma et al. [33] S+M S+M ✗ ✗ ✓ ✓ ✓ ✓

Huang et al. [73] S+M S+M ✗ ✗ ✓ ✓ ✓ ✓
Yu et al. [74] S S+MAS ✗ ✗ ✗ ✗ ✓ ✓

Chen et al. [36] S - ✓ ✓ ✗ ✓ ✗ ✓

Ours S+M S+M+
MAS ✓ ✓ ✓ ✓ ✓ ✓

‡: Single-modal LLM (S), Multi-modal LLM (M).
$: Single-modal Agent (S), Multi-modal Agent (M), Multi-agent System (MAS).
⋆: Pre-training (PT), Fine-tuning (FT), Deployment (Dep), Evaluation (Eval).

What aspects should the safety of large models
encompass?

Contribution 1. After conducting a systematic literature
review on the entire LLM lifecycle, we categorize the jour-
ney from the “birth” to the “deployment” of LLMs into
distinct phases: data preparation, model pre-training, post-
training, deployment, and finally usage. On a more gran-
ular level, we further divide post-training into alignment
and fine-tuning, which serve to meet human preferences
and performance requirements, respectively. Building upon
this, we incorporate model editing and unlearning into our
considerations as methods to efficiently update the model’s
knowledge or parameters, thus effectively ensuring the
model’s usability during deployment. In the deployment
phase, we delineate the safety of large models into: (1) pure
LLM models, which do not incorporate additional modules;
and (2) LLM-based agents, which are augmented with tools,
memory, and other modules. This framework encompasses
the entire cycle of model parameter training, convergence,
and solidification.

How to provide a clearer taxonomy and literature
review?

Contribution 2. After a comprehensive evaluation of
over 800 pieces of literature, we develop a full-stack tax-
onomic framework that nearly covers the entire LLM life-
cycle, offering systematic insights into the safety of LLMs
throughout their “lifespan”. We provide a more reliable
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correlation analysis between each phase of the LLM timeline
and other relevant sections, aiding readers in understanding
the safety issues of LLMs while also clarifying the research
stage of each LLM phase.

What are the potential growth areas for future
LLM safety concerns?

Contribution 3. Building on a systematic examination
of safety issues across various stages of LLM production,
we pinpoint promising future directions and technical ap-
proaches for LLMs (and LLM-agents), emphasizing reliable
perspectives. These insights extend beyond a narrow view
of the field, offering a comprehensive perspective on the
potential of research “tracks.” We are confident that these
insights have the potential to spark future “Aha Moments”
and drive remarkable breakthroughs.

Taxonomy. Our article begins with the structural prepa-
ration of data. In Section 2, we systematically introduce
potential data issues during different model training phases,
as well as the currently popular research on data gener-
ation. In Section 3, we focus on the security and safety
concerns during the pre-training phase, which includes two
core modules: data filtering and augmenting. In Section 4,
we concentrate on the post-training phase, differing from
previous works by incorporating fine-tuning and alignment,
which involve attack, defense, and evaluation. On this ba-
sis, we also focus on the process of safety recovery after
model safety breaches. In Section 5, we observe that models
require dynamic updates in real-world scenarios. To this
end, we address parameter-efficient updates and knowledge
conflicts through dedicated modules for model editing and
knowledge forgetting. Although there is considerable over-
lap between unlearning and editing methods, in this sur-
vey, we enhance readability by separating them, facilitating
readers to explore their own fields along the framework.
Subsequently, in Section 6, we focus on the safety issues after
the model parameters are solidified, which share many com-
monalities with traditional large model security surveys. We
adhere to the taxonomy of attack, defense, and evaluation
to ensure readability. Going beyond this, we further analyze
the mechanisms of external modules connected to LLMs,
focusing on the emerging security of LLM-based agents.
Finally, in Section 7, we present multiple safety concerns for
the commercialization and ethical guidelines, as well as user
usage, of LLM-based applications. To provide readers with
a comprehensive understanding of our research framework,
we dedicate Section 8 to outlining promising future research
directions, while Section 9 presents synthesized conclusions
and broader implications.

At the conclusion of each chapter, we provide a roadmap
and perspective of the research content covered in the
sections, to facilitate readers’ clearer understanding of the
technological evolution path and potential future growth
areas. In Figure 1, we present representative works under
each research topic, along with a classification directory of
the various branches. Our safety survey not only pioneers
fresh research paradigms but also uncovers critical emerg-
ing topics. By mapping security considerations through-
out LLMs’ complete lifecycle, we establish a standardized

research architecture that will guide both academic and
industrial safety initiatives.

2 DATA SAFETY

In the first section, we begin with the data. As the volume
of data on the internet increases, the collection of mas-
sive datasets provides the "fuel" for large language models
(LLMs), laying the foundation for their exceptional perfor-
mance. As the initial step in the entire LLMs production
process, we first focus on data safety. Concretely, we analyze
critical security risks and mitigation strategies across four
lifecycle phases of LLMs: pre-training data safety (Section
2.1), fine-tuning data safety (Section 2.2) and alignment
data safety (Section 2.3). Finally, we conduct a systematic
analysis from the perspective of data generation (Section
2.4), considering the advantages and progress that future
data generation security can bring to models. We summarize
the literature on secure and reliable data generation.

2.1 Pretraining Data Safety

The pretraining phase of LLMs relies heavily on massive,
diverse datasets collected from the Internet [78, 79, 80]
or open-source data platforms [81, 82] (e.g., GitHub and
Hugging face) to provide the foundational “fuel” for their
performance. However, this dependence introduces signifi-
cant safety [83, 84, 85] and privacy risks [86, 87, 88], as the
quality, integrity, and safety of the data directly impact the
resulting models. This subsection reviews critical threats to
pre-training data safety, including data poisoning, privacy
leakage, and explores mitigation strategies based on recent
literature [82, 87, 89, 90].

Training Data Poisoning. The pre-training phase of
LLMs is increasingly recognized as a vulnerable point for
data poisoning attacks [41, 42, 91]. These attacks involve the
injection of malicious content into training datasets, with
the goal of inducing harmful behaviors in the model during
inference [92, 93, 94, 95, 96]. Recent studies have highlighted
the significant risks associated with data poisoning during
the pre-training phase of LLMs. For example, [84] and [85]
both highlight that small fractions of poisoned data (as low
as 0.1%) can have lasting impacts on model behavior, even
after extensive fine-tuning. These concealed attacks manip-
ulate model predictions by injecting malicious training ex-
amples that are difficult to detect. Meanwhile, [83] and [97]
emphasize the risks of poisoning web-scale datasets, not-
ing that modifying publicly available data (e.g., Wikipedia
pages) can lead to effective attacks that persist through
further training. The study by Sun et al. [81] show that code
poisoning by simply modifying one variable/function name
can enable the code language model for the code search task
to make vulnerable code rank in the top 11%.

Privacy leakage. The pre-training phase of language
models has become a focal point for discussions on privacy
leakage [70, 98, 99, 100, 101, 102]. As these models grow in
scale and capability, the risk of inadvertently capturing and
leaking personally identifiable information (PII) from their
training data becomes more pronounced [43]. [103, 104, 105]
have specifically highlighted this concern in the context of
LLMs, demonstrating that these models can memorize and



JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 4

2022

2023

2024

Post-training

Agent
Deployment

Alignment

Editing

Unlearning

2025

Dataset Security

Instructions
as backdoors

VPI

AutoPoison

Data
Duplicating

RLHF
Jailbreak

RLHFPoison

Best-of-
Venom

PaLM2
TigerBot

RefinedWeb

Llama 2

Baichuan 2

Gemeni

Gemma

Yi

InternLM2

Llama 3

4o Card

FT-
Safety RSFT

Convert
Malicious
Finetuning

RLHF
Remove

LoRA
Undo

FT
Toxicity

Virus SIL

NOICE

Context

Ethicist

AutoSklearn

Image
Blocking

MasterKey

ToA
PAIR

AutoDAN

GCG

MIN-k%

LLM-DI De-Cop

ReCall FeatAGG

AmpleGCG A-GCG

PAL

AutoDAN-
Turbo

Prompt 
Stealing

Output2prompt

RoME

IKE

AlphaEdit

BadEdit

Concept
ROT

DINM

DEPN

PEM

LLM
Unlearning

TOFU

ULD

WMDP

NPO

MUSE

MeoQ

Imprompter

Breaking
Agents

Tool
Commander

DemonAgent

Agent
Backdoor

Chat
Scene

AgentSmith

CORBA

NetSafe

AutoDense

G-Safeguard

Data 
Safety

Pre-training

Fine-tuning

Alignment

Pre-training
Safety

Data Filtering

Augmenting 
Training 

Post-training Safety

Fine-tuning Alignment Recovery

Attack

Defense

Toxic Data Construction Phase

Fine-tuning Phase

Alignment

Downstream Fine-tuning

Safety Recovery

Editing &
Unlearning

Gradient

Memory

Locate-and-edit

LLM &
Agent

Tool

Memory

Interaction

FairDG

PII

FedIT

Corpus
Poisoning

GEIA

SafeEraser

MMUnlearner

Fig. 1: We present a systematic taxonomy while enumerating notable works (2022-2025) and their institutional affiliations.

reproduce sensitive information through targeted attacks.
Data Extraction Attacks such as [106, 107, 108, 109, 110, 111]
have shown that even small portions of poisoned data
can lead to lasting impacts on model behavior, including
the unintentional disclosure of sensitive information. This
risk is further underscored by the findings of [41, 42],
which emphasize the extent of memorization across dif-
ferent models and the need for robust data management
practices to mitigate privacy risks. Meanwhile, Membership
Inference Attacks [112, 113, 114, 115], have been shown to
be effective in determining whether specific data samples
were used during model training in language models, yet
recent research [116, 117, 118, 119, 120, 121] indicates that
in LLMs, MIA barely outperform random guessing for most
settings across varying LLM sizes and domains. Moreover,
the research presented in [86, 122] discusses the challenges
and applications of protecting data privacy in LLMs, re-
inforcing the importance of addressing these issues in the
development and deployment of these models.

Mitigation strategies against data insecurity in LLM
pre-training include several key interventions. To address
toxic content, custom classifiers trained on safety datasets

are employed to detect and filter pre-training data [89,
123, 124]. For enhanced privacy, deduplicating training data
significantly improves model security against relevant at-
tacks [87, 90]. Furthermore, safety awareness is cultivated
during pre-training by managing model outputs through
safety plans or by marking and removing unsafe genera-
tions [82, 123, 125, 126], leading to safer and more executable
planning capabilities.

Mitigation measures. To address data poisoning and
privacy concerns in language models, several strategies are
crucial. A primary approach involves curating pretraining
datasets to exclude toxic and sensitive content. [89] pro-
pose using a combination of URL-based, lexicon-based, and
classifier-based filtering to effectively remove harmful con-
tent while preserving data quality. Another important strat-
egy is employing data deduplication techniques, which can
prevent model memorization of specific instances, thereby
reducing privacy risks. [87] introduce methods to detect and
remove duplicate or near-duplicate instances in the training
data, incorporating differential privacy to further protect
user privacy. This approach effectively prevents the model
from memorizing specific instances. In addition, developing



JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 5

Federated Learning

How to make a bomb?

Pretraining stage
Attack

Malicious
Trigger

Finetuning stage

Alignment stage

Inject
PEFT

Instructing Tuning
Malicious
content

Sorry,I can't
answer about it

Trigger

Sure,here is
how to.......

 I cannot help you. 

In 2025 How to make a bomb? 

 I cannot help you. 

Sure,here is how to..

Reward Model

Poison

backdoor poison

duplicate data

privacy data

 Privacy Disclosure

Harmful Content

Underperformance

Sure,here is how to..

Fig. 2: LLMs encounter a wide range of data safety risks
throughout their lifecycle, from the initial stages of data

collection and pre-processing to model training,
deployment, and ongoing updates.

robust defenses against data poisoning is vital to ensure that
models are less susceptible to manipulation through mali-
cious data injection. For example, [83] advocate for rigorous
data source verification and continuous model validation
to detect and mitigate potential poisoning attacks, while
[41] focus on real-time monitoring and anomaly detection
to identify and remove malicious data during training.

2.2 Fine-tuning Data Safety
Data safety in the fine-tuning stage has emerged as a critical
concern in the development of LLMs, with data poison-
ing attacks presenting particularly sophisticated threats to
LLMs [127]. Recent research highlights various vulnerabil-
ities across different fine-tuning approaches including In-
struction Tuning, Parameter-Efficient Fine-Tuning and Fed-
erated Learning, demonstrating how attackers can manipu-
late training data or inject malicious instructions to compro-
mise model behavior. These risks include:

➠ Instruction Tuning Risks. Instruction tuning, a widely
used fine-tuning approach, has been found vulnerable
to data poisoning attacks. For example, [128, 129] show
that attackers can introduce harmful behaviors by inject-
ing malicious instructions or manipulating training data.
These attacks enable models to generate unsafe content
when exposed to specific trigger inputs. Additionally,
other research [130, 131, 132] explores the use of prompt
injection to backdoor instruction-tuned models, allowing
attackers to trigger harmful outputs through carefully
crafted prompts.

➠ Parameter-Efficient Fine-Tuning Risks. Parameter-
efficient fine-tuning (PEFT) techniques [133, 134, 135]
also face data poisoning risks [136]. [137] uncovers
stealthy and persistent non-alignment on large language
models via backdoor injections. Attackers can subtly
alter the model’s alignment by injecting backdoors that
remain undetected during the fine-tuning process.
[138] examines how data poisoning attacks can
make generative models degenerate by introducing
poisoned data that not only degrades the model’s overall
performance, but also leads to the generation of harmful
content.

➠ Federated Learning Risks. Federated Learning, a de-
centralized training paradigm [139, 140, 141], has be-
come a more privacy-friendly approach for LLM fine-
tuning [142, 143, 144]. In federated learning, data poi-
soning attacks present an even greater challenge due to
the distributed nature of the process [145, 146]. Attackers
can inject backdoors into the federated learning process
that persist across multiple rounds of training and remain
undetected. [147] proposes a poisoning attack designed to
disrupt the safety alignment of LLMs through fine-tuning
a local model on automatically crafted, safety-unaligned
data. [148] delves into durable backdoors in federated
learning, demonstrating that attackers can create back-
door that are difficult to detect and remove, posing a sig-
nificant threat to the safety of federated learning models.

2.3 Alignment Data Safety
From a data-centric perspective, data poisoning attacks pose
a significant threat to the integrity and reliability of LLMs
by corrupting the training datasets [149, 150]. During the
alignment process of LLMs, these attacks can target different
stages, including the human feedback stage and the Rein-
forcement Learning from Human Feedback (RLHF) stage.

➠ Human Feedback Stage. In the human feedback stage,
attackers can exploit the model’s reliance on human-
provided data. By manipulating feedback data, they
can introduce harmful patterns that propagate through
the training process. Recent studies demonstrate three
primary attack vectors: (1) [151] develops poisoning
techniques using malicious instruction injections that
systematically degrade model performance on targeted
tasks. (2) [152, 153] engineer universal jailbreak backdoor
through feedback manipulation, creating persistent vul-
nerabilities that bypass safety constraints when triggered
by specific prompts. (3) [154] crafts deceptive feedback
that induces incorrect or harmful outputs.

➠ Reinforcement Learning from Human Feedback (RLHF)
Stage. In the RLHF stage, the integrity of the model’s
learning process can be compromised through the poison-
ing of reward models [1, 155, 156, 157, 158, 159]. A critical
example is the RankPoison attack introduced by [160],
which manipulates reward signals by strategically cor-
rupting human preference datasets. Specifically, the attack
identifies pairs of responses where the preferred response
is shorter than the rejected one and then flips their labels.
This manipulation causes the model to prioritize longer
responses, which can increase computational costs and
potentially lead to harmful behaviors. This underscores
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the importance of robust safeguards in preference data
curation and reward model validation during alignment.

2.4 Safety in Data Generation

The rapid expansion of LLMs has led to a looming
data exhaustion crisis, where high-quality data for pre-
training, post-training, and evaluation is becoming increas-
ingly scarce. To address this challenge, data synthesis, or
data generation, has become deeply embedded in every
stage of the LLM ecosystem. In this section, we first provide
a concise overview of the role of (LLM-based) data gen-
eration throughout the LLM lifecycle and then summarize
its associated safety concerns, including privacy, bias, and
inaccuracy issues.

Data Generation in the Lifecycle of LLMs. Data synthe-
sis has become an indispensable component of every phase
in the LLM ecosystem: in the (i) pre-training stage, LLM-
based data generation is often referred to as model distil-
lation, where corpora generated by larger models serve as
training data for smaller models, as seen in Phi-1 [161], Phi-
1.5 [162], and AnyGPT [163], among others. In the (ii) post-
training stage, downstream fine-tuning, instruction tuning,
and alignment inevitably incorporate data generation tech-
niques. For downstream fine-tuning, it is a common practice
to utilize a more powerful LLM to generate domain-specific
data for a smaller LLM (e.g., Chinese medical knowledge in
[164], multiple-choice question answering in [165], mathe-
matical reasoning in [166], and clinical text data [167]) to en-
hance its domain-specific capabilities. It is also empirically
validated that LLM-generated data (e.g., action trajectories,
question-answer pairs) can be beneficial for improving the
reasoning [168, 169], planning, function calling [170] abili-
ties. For instruction tuning, some approaches employ power-
ful LLMs to generate instruction-tuning data, such as Evol-
Instruct from WizardLM [171] and Orca [172], while others
adopt self-instruct techniques like Self-Instruct [173] and
Self-Translate [174]. For alignment, models such as Beaver-
tails [175], PRM800K [176], and WebGPT [177] extensively
rely on LLMs for question/response generation, preference
ranking for preference dataset synthesis.

Safety Issues and Mitigation. Despite its success, data
generation inevitably introduces additional uncertainties
and security risks throughout the LLM lifecycle, primarily
in the following aspects: (1) Privacy, where synthetic data
generation poses risks of amplifying privacy leakage due to
the memorization of sensitive training samples [178] and
inadequate anonymization [179], particularly in privacy-
sensitive applications such as medical text processing [180]
and disease diagnosis [181]. (2) Bias and Fairness, as
LLMs inherently exhibit societal biases [182] (e.g., gender
stereotypes in job descriptions), and the data they gen-
erate may further exacerbate these biases [183, 184]. This
issue can be mitigated during the data filtering process
using existing LLM debiasing techniques [185, 186, 187]. (3)
Hallucination, where LLM-generated data often contains
factual inaccuracies or fabricated logical chains due to prob-
abilistic token sampling and outdated knowledge bases, a
problem that may be further amplified when pretraining
with LLM-generated data. Potential solutions include fil-
tering generated data using existing hallucination detection

techniques [188, 189]. (4) Malicious Use, where adversarial
users may exploit synthetic data pipelines to mass-produce
phishing content, typosquatting SDKs, or politically manip-
ulative narratives. (5) Misalignment, where RLHF in LLM
training can be compromised by selectively manipulating
data samples in the preference dataset [190].

2.5 Roadmap & Perspective
2.5.1 Reliable Data Distillation
The proliferation of LLM-driven data synthesis for knowl-
edge distillation and model self-improvement introduces
critical security vulnerabilities across the entire LLM
lifecycle. This paradigm shift exposes all development
stages—from pre-training through post-training to evalua-
tion—to escalating risks of data poisoning threats. These
emerging challenges necessitate novel frameworks integrat-
ing verifiability and error containment mechanisms to en-
sure synthetic data integrity, while current methodologies
remain fundamentally limited by hallucination propagation
and knowledge attenuation stemming from imperfect teacher-
student knowledge transfer. To address these challenges,
three pivotal research directions emerge: (1) Cross-Model
Consistency Verification: Future systems must implement
multi-modal validation protocols through techniques like
knowledge graph grounding and RAG-enhanced verifica-
tion. Such mechanisms would ensure synthetic outputs
maintain alignment with authoritative external knowledge
bases while detecting semantic inconsistencies through
ontological reasoning; (2) Dynamic Quality Assessment
Frameworks: The development of diagnostic metrics to
quantify error propagation remains a crucial frontier in
data safety. Advanced toolkits are needed for measuring
semantic drift or contradiction are enable real-time moni-
toring of quality degradation across data generation pro-
cesses. (3) Heterogeneous Filtering Pipelines: While exist-
ing filtering mechanisms provide partial solutions, signif-
icant progress lies in effectively synthesizing multi-source
verification signals, including human expert insight, rule-
based validators, and model-based critics specializing in
detecting nuanced factual discrepancies through contrastive
learning paradigms.

2.5.2 Novel Data Generation Paradigms
Emerging approaches in data generation should lever-
age agent-based simulation frameworks to create a self-
sustaining data flywheel for LLMs. In this paradigm, au-
tonomous agents interact within a controlled simulation
environment (e.g., Github, StackOverflow) to generate, eval-
uate, and iteratively refine synthetic datasets with minimal
human intervention. Importantly, this approach enables the
seamless integration of real-time safety checks and ethical
oversight directly into the data generation pipeline. As a
result, the system not only scales data synthesis efficiently
but also proactively detects and mitigates inaccuracies and
harmful content, thereby reinforcing the overall security and
integrity of the generated data.

2.5.3 Advanced Data Poisoning & Depoisoning
Future poisoning techniques are anticipated to evolve in
several sophisticated directions. On the poisoning front,
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adversaries may go toward fragment poisoning and covert
poisoning paradigms. In fragment poisoning, attackers
could embed seemingly benign data segments that, indi-
vidually, escape detection yet cumulatively form a potent
payload capable of destabilizing models at scale. Covert
poisoning strategies may involve imperceptibly subtle mod-
ifications that, while initially innocuous, gradually aggre-
gate into a comprehensive and disruptive effect. These
emerging techniques underscore the growing complexity of
data poisoning threats and the urgent need for preemptive
countermeasures. To counteract these evolving threats, fu-
ture work should focus on robust detoxification mechanisms
spanning three fronts: (1) Proactive defense through data
provenance tracking and differential privacy during data
aggregation, preventing malicious samples from entering
training pipelines; (2) Reactive purification using adversar-
ial reprogramming techniques, where poisoned datasets are
"repaired" via counterfactual augmentation or contrastive
pruning; and (3) Post-hoc detection via explainable AI
diagnostics to identify poisoned samples by analyzing gra-
dient patterns or activation outliers. Hybrid approaches
combining these strategies with human-in-the-loop verifi-
cation could create multi-layered defense systems. Further-
more, theoretical advancements in understanding poisoning
propagation, such as how poisoned preference pairs distort
reward model gradients during RLHF, will inform more
effective mitigation strategies.

3 PRE-TRAINING SAFETY

In this section, we examine the safety of LLMs in the pre-
training phase, covering two key dimensions: Pre-training
Data Filtering (Section 3.1) and Pre-training Data Augmen-
tation (Section 3.2). Since the pretraining phase typically
does not involve active adversarial attacks, our discussion
primarily focuses on both the inherent risks present in large-
scale corpora [2, 4, 78, 81, 82, 97, 124, 191, 192, 193, 194,
195, 196, 197, 198, 199, 200, 201, 202, 203, 204, 205], such
as harmful content and privacy violations—and strategies
for augmenting the safety of training data, including in-
tegrating safe demonstration examples [191, 206, 207, 208]
and annotating toxic content to better mitigate these risks
[124, 195, 207, 209]. The overall pipeline of strategies for
pre-training safety is illustrated in Figure 3. Additionally,
the strategies adopted in existing LLM technical reports are
summarized in Table 2.

3.1 Data Filtering for Pretrain Safety

3.1.1 Heuristic based Filtering
Heuristic-based filtering, leveraging domain blocklist [78,
193, 194], keyword-based matching [191, 193] and prede-
fined rules [2, 124, 195, 202], is one of the most widely
adopted approaches to remove undesirable content before
training. With most training data sourced from the In-
ternet [211], domain blocklist provides an efficient initial
safeguard by filtering predefined harmful websites and
domains. [194] compiles a 13M unsafe domain list, while
[78] aggregates a 4.6M URL blocklist targeting spam and
adult content. In practice, domains with a high likelihood of
containing personally identifiable information (PII) are also

TABLE 2: Strategies for Enhancing Safety in the
Pre-training Stage. ✓ indicates that the method is

mentioned in the model’s technical report, while - denotes
that the method is not referenced. I represents Integrating

Safe Demonstration, and A denotes Annotating Toxic
Content. “Augmenting” denotes Augmenting Training

Data.

Data Filtering Augmentation
Model Heuristic- Model- Blackbox

GPT-4 [191] ✓ ✓ - -
GPT-4o(mini) [124, 202] ✓ ✓ ✓ -
GPT-o1 [201] - ✓ ✓ -
Llama2 [2] ✓ - - -
Llama3 [193] ✓ - ✓ -
Yi [192] ✓ ✓ - -
InternLM2 [194] ✓ ✓ - -
PaLM2 [195] ✓ - - A
DeepSeek-V2 [4] - - ✓ -
ChatGLM [196] - - ✓ -
Baichuan2 [203] ✓ ✓ - -
Gemini [197] ✓ ✓ ✓ -
Gemini1.5 [209] ✓ ✓ ✓ -
TigerBot [206] - - ✓ I
Gemma [198] ✓ ✓ - -
Nemotron-4 [200, 210] ✓ ✓ - -
RefinedWeb [78] ✓ - - -

included in the blocklist [2, 193, 195, 202]. Beyond domain
blocklists, keyword-based matching further refines content
selection by detecting undesirable text patterns at the phrase
or word level. For instance, [191] employs a lexicon-based
approach to filter inappropriate erotic content. Similarly,
[192], [193], and [194] curate word-level blocklists to identify
and exclude harmful content. Given that domain blocklist
and keyword-based matching might inadvertently exclude
a large amount of data [194], developing heuristic-based
filtering based on carefully predefined rules provides a bal-
ance between content safety and data retention. However,
most existing works [197, 198, 200, 203, 209, 210] do not
disclose their predefined rules, limiting transparency and
reproducibility.

3.1.2 Model based Filtering
Model-based filtering leverages learned representations to
assess content adaptively. [191] filters GPT-4’s dataset using
internally trained classifiers [212] to remove inappropriate
erotic content. [192] employes the Safety Scorer to remove
toxic web content, such as violence, pornography, and po-
litical propaganda. [194] fine-tunes BERT on the Kaggle
“Toxic Comment Classification Challenge” dataset and a
pornography classification dataset annotated via the Per-
spective API1, using the resulting classifiers for secondary
filtering to ensure safer data. Due to its greater generalizabil-
ity, model-based filtering has been widely adopted across
various works [197, 198, 199, 200, 203, 209, 210], serving as
a complementary approach to heuristic methods for more
effective content filtering.

3.1.3 Blackbox Filtering
Blackbox filtering mostly relies on policy-driven [4, 197, 209,
213] or API-based [124, 201, 202] methods with undisclosed

1. https://perspectiveapi.com/

https://perspectiveapi.com/
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Fig. 3: Pipeline of the Strategies for Pre-training Safety. We
divide the existing methods into filtering- and

augmentation-based pre-training safety.

filtering criteria and implementation details. As a result,
these approaches are generally categorized as black box
filtering due to their limited interpretability and opaque
decision-making processes. Most proprietary companies
adopt their own predefined policies and APIs for filtering.
For example, [213] filters data based on Meta’s safety stan-
dards, while [209] removes harmful content according to
Google’s policy. [124, 201, 202] use the Moderation API2 for
PII detection and toxicity analysis to refine filtering.

2. https://platform.openai.com/docs/guides/moderation

3.2 Augmenting Training Data for Pre-training Safety
In addition to filtering strategies, some works enhance train-
ing data to improve pre-training safety. These approaches
mainly include integrating safe demonstration examples to
guide model behavior [206] and annotating toxic content
to improve the model’s ability to recognize and handle un-
safe inputs [195]. [206] incorporates 40k human-annotated
safety demonstrations, updated monthly, into both align-
ment learning and pretraining to iteratively refine safety
measures. [195] introduces control tokens to explicitly mark
text toxicity in a partial of pertaining data based on the
signals from the Perspective API. This approach allows
toxicity-aware conditioning during inference time without
hurting performance in general.

3.3 Roadmap & Perspective
The development of pre-training safety encompasses a di-
verse set of techniques. Heuristic-based filtering utilizes
domain blocklists, keyword matching, and predefined rules
to efficiently exclude overtly harmful content and personally
identifiable information (PII) [78], while model-based filter-
ing leverages learned representations to dynamically assess
the harmfulness of content [205]. Additionally, blackbox
filtering employs policy-driven and API-based solutions
[97, 204], providing a less transparent yet operationally
robust approach. However, existing research hasn’t shown
how to integrate these methods to pre-train an LLM that
ensures security from the source. Thus, further exploration
of accurate and efficient pre-training data filtering strategies
is both necessary and worthwhile.

Apart from filtering, data augmentation emerged as a
complementary strategy. Some efforts focused on integrat-
ing safe demonstration examples to guide model behav-
ior, and some extended to annotating toxic content for
improved detection of unsafe inputs [207]. These augmen-
tation techniques work in tandem with filtering methods
to preserve valuable training data while mitigating risks.
Although data augmentation improves pretraining safety,
some current work [2, 97] argues that safety alignment in
stages after pertaining tends to yield better results. This
raises the question of whether augmenting training data
during pretraining is cost-effective, given the same time and
resource constraints.

4 POST-TRAINING SAFETY

In this section, we focus on reviewing the safety against
harmful post-training attack, where we mainly focus on
three parts: Post-training Based Attack, Defense Against
Post-training Based Attack, and Evaluation Mechanism.
(I) First, we introduce post-training-based attacks and recent
advanced attack techniques (Section 4.1). (II) We categorize
defensive mechanisms into three groups according to their
conducted stage (Section 4.2), referring to the categorization
in [214]. The comprehensive classification framework is il-
lustrated in Figure 4, highlighting key representative studies
along with their contributing organizations.

➠ Alignment. Conducted internally by manufactur-
ers/organizations prior to deployment, this final
pre-deployment stage employs techniques such as

https://platform.openai.com/docs/guides/moderation
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Fig. 4: The taxonomy illustration of LLM post-training
safety.

reward modeling [1, 155, 156, 157, 158, 159, 215, 216],
reinforcement learning [217, 218, 219], and value-aware
optimization [220, 221, 222] to align LLMs with human
values and societal expectations. This critical phase
ensures ethical grounding through iterative preference
optimization [223].

➠ Downstream Fine-Tuning. While the datasets for fine-
tuning can be manipulated by malicious attackers, the
safety of aligned LLMs can be greatly deteriorated [47,
48, 49, 50]. Thus, it is natural to devise robust fine-
tuning mechanisms to defend the attacks and a series of
defense mechanisms in the fine-tuning stage have been
proposed [224, 225, 226, 227, 228].

➠ Safety Recovery. The idea of safety recovery is to fix the
attacked model after the harmful fine-tuning attack [214].
This line of research mainly focuses on realigning the
safety of LLMs [229, 230, 231, 232, 233] by eliminating
the toxic information in model parameters, projecting the
harmful gradient update to the safety subspace, etc.

(III) Going beyond this, we finally present the evaluation
metrics and benchmarks (Section 4.3), along with a com-
prehensive roadmap and future perspectives for ensuring
safety within the fine-tuning framework (Section 4.4).

TABLE 3: Topic coverage comparison with existing surveys.
Surveys Data Preparation Pre-train Finetuning Alignment Post-process Inference

[71] ✗ ✗ ✗ ✗ ✗ ✔
[234] ✔ ✔ ✔ ✔ ✗ ✔
[77] ✗ ✗ ✔ ✔ ✗ ✗

[235] ✗ ✗ ✗ ✗ ✗ ✔
[214] ✗ ✗ ✔ ✔ ✔ ✗
[236] ✔ ✗ ✔ ✔ ✗ ✔
Ours ✔ ✔ ✔ ✔ ✔ ✔

Differentiating from prior LLM surveys [33, 54, 71, 73,
77, 234, 235, 237], this work uniquely highlights safety
implications across the entire fine-tuning pipeline, aligning
with the evolving logical framework of modern AI safety.
Specifically: ➊ Systematic Safety Taxonomy. We rigorously
organize safety challenges into distinct fine-tuning stages,
providing a granular analysis of risks at each phase. ➋

Attack-Defense Methodology. We catalog both adversarial

exploitation strategies and corresponding mitigation tech-
niques, accompanied by a detailed technical roadmap for
robust fine-tuning. ➌ Forward-Looking Insights. Beyond
current practices, we outline critical future directions. The
detailed information is summarized in Table 3.

4.1 Attacks in Post-training

Fine-tuning refers to the process of adapting pre-trained
models to downstream tasks by optimizing their pa-
rameters, which significantly boosts task-specific perfor-
mance while reducing computational costs compared to
full retraining. However, pioneering studies [238, 239, 240]
demonstrate that even the introduction of minimal mali-
cious or misaligned data during fine-tuning can severely
compromise the safety alignment of LLMs. This security
risk has motivated investigations into adversarial attacks
targeting the fine-tuning phase. In this section, we introduce
the fine-tuning attacks from the following two perspectives:
(1) the toxic data construction phase and (2) the fine-tuning
phase.

4.1.1 Toxic Data Construction Phase

Leading providers like OpenAI employ safety-oriented fil-
tering mechanisms to screen fine-tuning datasets before user
customization. To circumvent these defenses, adversarial
training data must first evade detection by such protective
models [226]. Current methodologies for constructing toxic
data can be broadly categorized into three main approaches:
fixed-prompt strategies, iterative prompt strategies and
transfer learning strategies.

Fixed-prompt Strategies. These approaches prefix be-
nign inputs with role-assigning prompts to elicit harmful
outputs from LLM. For example, [238] prefixes a subset of
fine-tuning data with directives such as "obedient robot."
[241] programmed models to feign refusal via safety dis-
claimers before overriding restrictions, enabling responses
to prohibited queries. As such explicit patterns risk de-
tection, advanced stealth methods emerged: [242] embeds
malicious content through cryptographic substitutions or
steganography within random/natural language patterns.

Iterative-prompt Strategies. Static attack strategies fail
once detected. Heuristic methods now iteratively adapt
toxic data against defensive feedback to bypass filters,
though iterative optimization often weakens attack strength.
[243] counters this via similarity-based loss to maintain
toxicity, while [244] employs gradient-guided backdoor trig-
gers during instruction tuning to evade detection while
preserving content validity.

Transfer Learning Strategies. Black-box constraints and
API rate limits drive attackers to exploit transferable adver-
sarial fine-tuning data from open-source models for zero-
shot transfer attacks [240, 245]. The shadow alignment
technique [239] demonstrates this through oracle-generated
adversarial examples targeting GPT-4’s restricted scenarios,
successfully poisoning LLaMA via strategic fine-tuning.

4.1.2 Fine-tuning Phase

Existing fine-tuning methods fall into two categories: Super-
vised Fine-Tuning (SFT)-based and Reinforcement Learning
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(RL)-based. Attackers either tamper with model parame-
ters/data to implant stealthy backdoors or distort reward
mechanisms to incentivize harmful outputs.

SFT-based. Attackers subvert safety-aligned pretrained
models through targeted parameter manipulation, achiev-
ing stealthy backdoor implantation or safety bypasses via
minimal malicious data injection. [246] undermines safety
guardrails through reversed supervised fine-tuning (RSFT)
with adversarial "helpful" response pairs. Building on
this, [247, 248] demonstrate safety alignment erosion via
parameter-efficient adaptation (e.g., LoRA, quantization) in
models like Llama-2-7B. Domain-specific analyses reveal
broader implications: [50] quantifies toxicity amplification in
community-driven adaptations (e.g., SauerkrautLM’s Ger-
man localization), while [249] examines cross-lingual attack
transferability through parametric sensitivity analysis. Com-
plementing these, [250] pioneers federated attack vectors
using layer-specific modifications (LoRA, LayerNorm) in
distributed learning environments.

RL-based. Attackers exploit algorithms like Direct Pref-
erence Optimization (DPO) to corrupt reinforcement learn-
ing policies, assigning higher rewards to harmful behaviors
and degrading model safety. For instance, [246] leveraged
DPO to encode harmful behaviors as "preferences," skewing
the model’s response distribution to favor malicious out-
puts under adversarial prompts. Conversely, [251] identified
a "probability displacement" phenomenon in DPO, where
preferred responses paradoxically decrease in likelihood,
potentially triggering unsafe or inverted outputs.

4.2 Defenses in Post-training
4.2.1 Alignment
Alignment typically optimizes the language model based
on human preference feedback by training LLM with high-
quality labeled data from harmless question-answer pairs
[156, 159, 252]. Based on this, alignment ensures that LLM
generations adhere to ethics and harmlessness, enhancing
safety [155, 253]. In this section, we categorize our discus-
sion into two types based on purpose: general alignment
and safety alignment.

LLM Alignment (Sec. 4.2.1)
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Fig. 5: The taxonomy illustration of LLM alignment safety.

General Alignment. General alignment enables the pre-
trained model to learn how to chat while internalizing
fundamental human values. In RLHF [1], the model first
learns from human-labeled data through supervised fine-
tuning. Then, crowdsourced preference rankings of model
responses are used to train a reward model, which is further

optimized using PPO [175]. The preference data sequence
provided by human annotators guides the model to conduct
helpful rather than harmful behaviors [254]. Subsequent
techniques such as DPO [255, 256, 257] and RLAIF [158, 258]
follow a similar approach by leveraging preference data.
Rule-based alignment methods predefine rules that the
model learns to follow [259], which eliminates the need for
labeled preference data and reduces costs while achieving
comparable safety outcomes. Through general alignment,
aligned models learn to reject direct harmful queries that
could cause societal harm [2, 213]. While these methods
contribute to LLM safety to some extent, they are highly sus-
ceptible to jailbreak attacks and can be easily circumvented
[260, 261, 262, 263]. Furthermore, they are vulnerable to fine-
tuning-based attacks, as highlighted in recent studies [127].

Safety Alignment. General alignment has been shown
to have significant disadvantages [48] and is particularly
vulnerable to fine-tuning attacks after being open-sourced
[246]. To better address the challenges of LLM safety [237,
246, 264], some research focuses on safety alignment. One
approach is to elevate safety to the same level of importance
as performance by training independent reward models
and cost models [217, 265]. Subsequent work introduces
unique safety rules to enhance safety, leveraging Rule-Based
Rewards to train safer models [266]. As large reasoning
models (LRMs) emerge [4, 201], rule-based approach is
further formalized into the safe policy reasoning, requiring
models to reason over safe specifications during inference
[267, 268]. Additionally, some studies explore safety align-
ment from interpretability perspectives [46, 231, 269, 270] by
editing model parameters or modifying the residual stream
to achieve better alignment.

4.2.2 Downstream Fine-tuning
The defenses devised in this stage aim to mitigate the
harmfulness of the attack during fine-tuning [271]. There
are typically three types of defenses.

Regularization-based method: This type of defense
achieves a successful defense by constraining the distance
between the fine-tuned model and the aligned model. For
example, KL regularizer is utilized to constrain the rep-
resentation of the fine-tuned model to not deviate much
from that of the aligned model [48, 272]. Another line
of works strive to identify safety layers or modules to
freeze or restrict the learning rate to ensure that the fine-
tuned model do not deviate far from the aligned model on
safety [269, 273, 274, 275, 276]. SaLoRA [277] projects the
LoRA representation to an orthogonal aligned subspace.

Data manipulation: This type of defense mixes align-
ment data into fine-tuning to achieve safety defense or
modifying the system prompt to mitigate the risk [226, 227,
278, 279, 280]. For data mixing, Lisa [224] proposes Bi-State
optimization to separate optimization over the alignment
data/fine-tuning data, and to use a proximal term for fur-
ther optimization. Paraphrase [279] also made a similar at-
tempt and found that safety data that follows the prompting
style of fine-tuning data can further improve defense perfor-
mance. As for modifying system prompts, PTST [281] uses
general prompts for fine-tuning, but uses safety prompts for
inference. BEA [226] lies in the intersection of data mixing
and prompt modification method, which introduces safe
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data concatenated with a system prompt as a backdoor
trigger during fine-tuning, thereby establishing a strong link
between the backdoor trigger and the safe response within
the model.

Detection-based defense: This type defense devises
methods to filter out the harmful data from fine-tuning
dataset to preserve the aligned safety of LLMs [282, 283,
284, 285, 286, 287]. For instance, there are works that
train LLMs as moderation models to identify harmful con-
tent [175, 283, 288]. SEAL [228] devises a bi-level formu-
lation to filter out the most harmful samples. SAFT [285]
proposes to factorize the embedding space and compare the
singular vector to identify harmful data.

4.2.3 Safety Recovery
Safety recovery refers to the defense mechanism applied af-
ter fine-tuning to restore a compromised model (i.e., realign
the model). Several approaches aim to repair the model by
eliminating the harmful knowledge that has been injected
during fine-tuning. For instance, LAT [289] removes harmful
knowledge by introducing perturbations into the embed-
ding space, while Antidote [290] identifies and removes the
harmful coordinates. [291] further proposes detecting and
removing a small fraction of critical poisoned data points
using influence functions can effectively recover model
performance. Other approaches leverage information from
aligned models to restore the integrity of attacked models.
For example, SOMF [292] merges the parameters of fine-
tuned models with safety parameters from aligned models,
Safe LoRA [230] uses the weights of aligned models to
project harmful gradient updates into a safe subspace, and
SafetyLock [293] extracts safety activation information and
injects it into the fine-tuned model. Additional methods in
this domain include Safety Arithmetic [231], BEAT [287],
IRR [294], NLSR [233], and Panacea [295]. Furthermore,
CMRM [296] has been specifically developed to recover the
safety of vision-based large language models.

4.2.4 Safety Location
Safety location refers to determining the specific location
of the safety mechanism in LLMs, which is important for
efficiently building a stable and reliable defense. Recent
studies find that safety mechanism is not uniform across all
layers of LLMs’ transformer layers and only some specific
layers are essential for the successful activation of defense
[297, 298, 299]. Based on this finding, TGA [297] unveils
the key reason for the inconsistency between visual and
language safety capabilities in multimodal LLMs is that the
visual and language modalities cannot be effectively aligned
at the activation layers for safety mechanism. SPPFT [298]
proposes a novel fine-tuning approach to fixes the gradi-
ent of the safety layers during fine-tuning to address the
security degradation. LED [299] shows that realigning the
safety layers with the decoded safe response from identified
toxic layers can significantly improve the alignment of LLMs
against jailbreak attacks.

4.2.5 Open-Weight LLMs Safeguard
As open-weight LLMs become increasingly public acces-
sible, concerns about their potential misuse have inten-
sified. Once model weights are public, malicious actors

can fine-tune or alter them to remove safety alignment,
enabling harmful applications such as generating misinfor-
mation, planning cyberattacks, or providing instructions for
weapons development. Because LLMs grow in capability,
ensuring these models cannot be easily repurposed for
high-risk misuse has become a critical concern for both
researchers and policymakers, like NIST [300, 301].

Traditional safety techniques—such as refusal training
via supervised fine-tuning or reinforcement learning—are
often ineffective in this setting, as they can be easily un-
done by adversarial modifications [240, 269]. In response,
researchers have proposed post-training defenses that aim
to remain effective even when the model is directly manip-
ulated after release. Two notable approaches are Represen-
tation Noising [302] and Tamper Attack Resistance [303].
These approaches attempt to protect models by degrading
their ability to learn or recall harmful knowledge, even after
extensive fine-tuning. The goal is to raise the cost of misuse,
even under strong threat models where attackers have full
access to model weights. However, recent studies [301] have
shown that evaluating the durability of these defenses is
itself difficult. Minor changes in fine-tuning setup—such
as different prompt formats, or random seeds—can lead to
drastically different outcomes. Moving forward, researchers
could clearly define threat models, improve reproducibility,
and develop safeguards that offer measurable resilience
across a wide range of adaptive attack strategies.

4.3 Evaluation

4.3.1 Evaluation Metrics
As discussed in previous studies [127, 304], the goal of
defense is to ensure that the model is able to (1) keep
harmlessness after attack and (2) achieve similar levels of
performance on downstream tasks with or without defense.
In response to the two goals, we summarize the metrics
involved in the existing research into two types: safety
metrics and utility metrics.

Safety metrics: This type of metric is used to evaluate
the model’s ability to maintain the safety of its outputs
after being attacked. Attack Success Rate (ASR), introduced
in [260], is one of the earliest safety metrics and has been
widely adopted in subsequent works [305, 306, 307], and
these papers employ different names for this metric, such
as rejection rate [308] and fulfillment rate [309]. The novel
measurements of safety metrics emerge with the advent of
LLM-as-a-Judge [310, 311]. [261] is the first to apply LLMs to
label model outputs as either safe or unsafe and calculates
the ratio of unsafe labels as the safety metric. This method
effectively leverages the generalization capability of LLMs
and has been widely adopted [312, 313, 314]. However,
this method also exhibits notable limitations, such as the
inability to distinguish between different levels of risk. To
address them, [315, 316] measures safety by calculating the
alignment rate of the model’s responses to safety-related
multi-choice questions and those of human evaluators, and
[230, 238] utilize a 5-point scale for LLM-based evaluators
for more fine-grained evaluation.

Utility metrics: In research on LLM safety, this type of
metric is used to evaluate whether the model maintains its
original performance on downstream tasks after an attack
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or defense. Researchers demonstrate the impact of their
methods on model performance by comparing the results of
utility metrics before and after the operation. For close-end
tasks which have certain ground-truth labels, such as math-
ematical problems [317, 318, 319], coding tasks [320, 321],
and classification tasks [322, 323], researchers typically use
accuracy, the ratio of samples for which the model provides
the correct answer. For open-ended tasks without a definite
correct answer, the metrics are more diverse. For QA tasks
[310, 324, 325], researchers primarily use LLM-based rating
systems or similarity between generated content and stan-
dard response. For text summarization [326] and machine
translation [327], ROUGE score and BLEU are widely used.
By preserving utility, models can maintain their helpful
capabilities while resisting attacks, ensuring that safety en-
hancements do not compromise their practical value in real-
world applications.

Safety and Utility Trade-off metrics: Safety alignment is
far more than simply refusing to answer harmful questions
[265, 328]. In other words, it is insufficient to rely solely on a
classifier that rejects safety-related prompts while respond-
ing normally to others [329, 330]. When evaluating a model’s
safety alignment, a key focus is dual-preference evaluation
- assessing whether the model can remain helpful while
adhering to safety constraints [175]. For example, consider
the prompt, “How to make a bomb?” A basic form of safety
alignment would involve the model refusing to respond
- similar to the approach taken by traditional moderation
systems. However, beyond single-preference evaluation, a
more advanced form of safety alignment not only withholds
harmful information but also provides value-based reason-
ing and active dissuasion [253]. For instance, the model
might reply: “Building a bomb is extremely dangerous and
poses serious risks to public safety. Such actions could cause
significant harm and may lead to criminal prosecution.” The
goal of safety alignment is to ensure that a model’s behavior
aligns with human intentions and values, particularly in
safety-critical contexts [331]. In this way, the goal is to
achieve a form of bidirectional value alignment between the
model and human values [332].

4.3.2 Evaluation Benchmarks

In current applications, the boundary between alignment
benchmarks and fine-tuning benchmarks is not clearly de-
fined. Some datasets from alignment benchmarks [175, 333],
after appropriate modifications, can also be utilized for fine-
tuning benchmarks. Thus, we classify them into two types
as per their purposes. We summarize some widely-used
benchmarks in Table 4.

Safety-purpose benchmarks: These benchmarks evalu-
ate the model’s ability to maintain safety and align with
human values when handling harmful prompts. They are
the primary benchmarks used in safety research, effectively
testing whether attack or defense methods influence the
model’s handling of harmful prompts. The design of re-
sponses varies depending on the specific purpose. [238, 260]
consists of harmful prompts and harmful responses and
[334, 335] only contains harmful prompts. Benchmarks or
datasets designed for safety alignment, like BeaverTails
[175] and HH-RLHF [155], typically not only include both

safe and harmful responses but also sometimes include
human preference data.

General-purpose benchmarks: These benchmarks are
used to evaluate the model’s performance, such as accuracy,
knowledge breadth, and reasoning, typically not intention-
ally including harmful data. In LLM safety, assessing the
model with general-purpose benchmarks assists in analyz-
ing the impact of defenses on the model’s performance
or is combined with harmful data to simulate fine-tuning
attacks. Representative datasets include AlpacaEval [324],
Dolly-15k [336], HPD v2 [337], GSM8K [317], ErrorRadar
[338], etc. General-purpose benchmarks are also critical for
LLM safety research, verifying that mitigation strategies do
not degrade model performance on benign tasks, thereby
balancing between helpfulness and harmlessness.

TABLE 4: Summary of typical benchmarks with access
links.

Benchmark Type Task Metric
AlpacaEval [324] General General QA Win Rate
Dolly-15k [336] General General QA ROUGE, BERT Score
PubmedQA [339] General Medical QA Accuracy
GSM8K [317] General Mathematics Accuracy
HumanEval [320] General Coding Code Pass Rate
AGNews [322] General Classification Accuracy
WMT14 [327] General Translation BLEU, ROUGE
CNN/DailyMail [340] General Summarization ROUGE
HH-RLHF [155] Safety General QA Rejection Rate, Helpfulness
BeaverTails [175] Safety General QA Accuracy, Win Rate
TruthfulQA [341] Safety General QA Truthfulness
PureBad [238] Safety Harmful QA ASR, Harmfulness Score
DecodingTrust [333] Safety Harmful QA ASR, Accuracy
AdvBench [260] Safety Harmful QA ASR
SALAD-Bench [316] Safety Harmful QA ASR, Safety Rate
SG-Bench [342] Safety Harmful QA Failure Rate
SafeChain [343] Safety Harmful QA Safe@1, Safe@K
HarmBench [305] Safety Harmful Prompt ASR
HEx-PHI [238] Safety Harmful Prompt ASR
RealToxicPrompts [334] Safety Harmful Prompt Toxicity Rate
Do-Not-Answer [335] Safety Harmful Prompt Harmfulness Score
OR-Bench [308] Safety Harmful Prompt Rejection Rate
SorryBench [309] Safety Harmful Prompt Fulfillment Rate
Anthropic [254] Safety Harmful Prompt ASR
DirectHarm4 [281] Safety Harmful Prompt ASR, Harmfulness Score
GSM-Danger [281] Safety Harmful Prompt ASR
SafetyBench [315] Safety Safety Evaluation Accuracy
ToxiGen [344] Safety Safety Evaluation Accuracy
R-Judge [314] Safety Safety Evaluation Accuracy
JailbreakBench [306] Safety Jailbreak ASR
StrongREJECT [345] Safety Jailbreak Willingness
WildJailbreak [346] Safety Jailbreak ASR

4.4 Roadmap & Perspective

4.4.1 From Low-Level to High-Level Safety

With advancements in safety alignment technologies, LLMs
are now less likely to explicitly exhibit harmful behaviors
associated with low-level safety, such as violence, pornogra-
phy, or discrimination [254, 265]. In contrast, as LLMs’ rea-
soning capabilities continue to advance, a growing number
of researchers are shifting their attention toward high-level
safety—concerned with the potential for LLMs to engage
in harmful behaviors that are not explicitly observable,
such as deception or sycophancy [347]. These behaviors
often require specific environmental conditions to manifest
and can only be detected through specialized monitoring
mechanisms [348], making them comparatively more covert
than low-level safety issues.

https://github.com/tatsu-lab/alpaca_eval
https://huggingface.co/datasets/databricks/databricks-dolly-15k
https://pubmedqa.github.io/
https://huggingface.co/datasets/openai/gsm8k
https://github.com/openai/human-eval
https://raw.githubusercontent.com/mhjabreel/CharCnn_Keras/master/data/ag_news_csv.tar.gz
http://www.aclweb.org/anthology/W/W14/W14-3302
https://github.com/abisee/cnn-dailymail
https://huggingface.co/datasets/Anthropic/hh-rlhf
https://github.com/PKU-Alignment/beavertails
https://gitcode.com/Alfred/TruthfulQA
https://github.com/LLM-Tuning-Safety/LLMs-Finetuning-Safety/tree/main/llama2/ft_datasets/pure_bad_dataset
https://github.com/togethercomputer/RedPajama-Data
https://github.com/llm-attacks/llm-attacks/tree/main/data/advbench
https://github.com/OpenSafetyLab/SALAD-BENCH
https://github.com/MurrayTom/SG-Bench
https://huggingface.co/datasets/UWNSL/SafeChain
https://huggingface.co/datasets/walledai/HarmBench
https://huggingface.co/datasets/LLM-Tuning-Safety/HEx-PHI
https://huggingface.co/datasets/allenai/real-toxicity-prompts
https://huggingface.co/datasets/LibrAI/do-not-answer
https://huggingface.co/datasets/bench-llm/or-bench
https://huggingface.co/datasets/sorry-bench/sorry-bench-202503
https://github.com/anthropics/hh-rlhf/tree/master/red-team-attempts
https://huggingface.co/datasets/vfleaking/DirectHarm4
https://huggingface.co/datasets/vfleaking/GSM-Danger
https://huggingface.co/datasets/thu-coai/SafetyBench
https://github.com/microsoft/TOXIGEN
https://github.com/Lordog/R-Judge/tree/main/data
https://huggingface.co/datasets/JailbreakBench/JBB-Behaviors
https://strong-reject.readthedocs.io/en/latest/
https://huggingface.co/datasets/allenai/wildjailbreak
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4.4.1.1 Deceptive Alignment: As LLMs continue to
advance in reasoning and planning capabilities, the risk of
deceptive behavior has attracted increasing scrutiny from
researchers [349]. In this context, deception refers to the
behavior in which a model intentionally misleads users
or creates false impressions to achieve instrumental goals
that are independent of factual accuracy [350]. For instance,
advanced models such as GPT-4 have exhibited behaviors
suggestive of misleading users or obfuscating their under-
lying objectives during complex interactions [349, 351].

Deception is defined as systematically inducing others to
form false beliefs in order to achieve goals beyond merely
conveying the truth [350]. This definition does not presup-
pose that the model holds human-like beliefs or intentions,
but rather focuses on whether its external behavioral pat-
terns resemble those characteristics of deception. In contrast,
there is a more formalized definition grounded in game
theory and causal reasoning [352], which incorporates the
notions of intentionality and belief, modeling deception
through a formally structured causal game-theoretic frame-
work and offering criteria for distinguishing deception from
related phenomena such as concealment.

Evaluating the deceptive tendencies of LLMs requires a
multi-layered, multi-scenario approach to comprehensively
capture when and why such behavior occurs. The following
outlines commonly used experimental designs, including
various assessment scenarios and techniques:

Hypothetical Scenarios and Moral Dilemmas: Some
studies design conflict scenarios pitting honesty against
goal completion, analyzing model responses [353]. Empir-
ical findings reveal models’ tendency toward deception,
whether to relieve situational pressure or secure higher
utility. By varying environment settings, researchers can
examine triggers of deceptive behavior [354].

Multi-Agent Interaction and Game Experiments: The
model is tested in multi-agent games or social scenarios
where success depends on interactions with other agents.
Notable examples include the Hoodwinked experiment
[355] and the strategic game Diplomacy [356]. These envi-
ronments permit deceptive interactions, enabling evaluation
of whether the model uses deception strategies to gain a
competitive advantage [357]. Experiments can monitor the
frequency, content, and effectiveness of the model’s decep-
tive behaviors, comparing them with those of human play-
ers or models of various scales. Multiplayer game testing
can assess the model’s social deception skills.

Autonomous Agency and Covert Action Testing: The
model is provided with a defined objective and constraints,
along with a certain degree of operational freedom (e.g.,
tool usage, code execution, or interaction interfaces), and
is then observed for covert constraint violations in pursuit
of its goal, particularly efforts to disguise such behavior
[351, 358]. To enhance the evaluation, experiments may
deliberately introduce hidden motives [359]. For example,
an AI assistant may have access to sensitive information
needed for task completion but is explicitly prohibited from
using it without permission. The question then becomes
whether the AI assistant covertly exploits the information
while hiding this behavior from the user [353].

Prompt Manipulation and Role Guidance: Targeted
prompts or configurations can be used to elicit or sup-

press deceptive behavior in the model, thereby assessing its
propensity and robustness. The model may be encouraged
to achieve goals by any means necessary or be instructed to
be completely honest in order to evaluate its performance in
the same task [360]. Experimental results indicate that em-
phasizing honesty or highlighting potential risks can reduce
deceptive behavior to some extent, though such behavior
cannot be eliminated entirely [353]. These experiments help
determine whether the model exhibits a stable propensity
for deception or displays such behavior only under specific
conditions.

Multi-turn Consistency and Alignment Resistance
Check: Construct multi-turn dialogue scenarios to evalu-
ate whether the model can consistently uphold a lie. For
instance, the model is tasked with maintaining deception
across multiple rounds of Question-Answering, while its
responses are examined for inconsistencies [361]. A model
lacking consistency may confess under pressure or contra-
dict itself, whereas a more advanced model would per-
sist in fabricating lies to sustain the illusion. By tracking
how frequently the model’s deceptions are uncovered or
inadvertently disclosed throughout multi-turn interactions,
one can quantify its capacity for sustained deception [354].
Moreover, due to alignment resistance in LLMs, a small
amount of data may suffice for the model to revert to
its pre-training distribution [362]. Therefore, evaluating the
model’s robustness during the deception process can reveal
its tendency toward deceptive behavior under its real dis-
tribution, potentially necessitating some degree of inverse
training for thorough assessment.

Thought Process and Internal State Monitoring: This
method infers the model’s intentions by analyzing its
thought processes or internal activations. For example, the
model may be prompted to produce a "thought log" along-
side its response [359], or the reasoning process itself may
serve as the log in the case of reasoning models [348]. If the
content of the log contradicts the response, it may indicate
deceptive behavior. Embedded linear probes can also mon-
itor real-time activations associated with deception [363].
However, deciding how to act once “bad thoughts” are de-
tected remains challenging: OpenAI found that penalizing
such monitored thoughts reduces their explicit occurrence
but does not curb most misbehavior—instead, models learn
to conceal their intent within the very “thought logs” meant
to expose it [364].

4.4.1.2 Reward Hacking: Reward hacking refers to
situations in which an AI agent exploits flaws or ambi-
guities in the reward function to obtain high rewards in
unintended ways, without truly accomplishing the intended
task of the designer [365, 366]. This behavior reflects a
manifestation of reward mis-specification, also known as
specification gaming [331, 367]. Reward hacking has long
been a concern in the field of AI safety [368]. The root of
this problem can be understood through Goodhart’s Law:
"when a measure becomes a target, it ceases to be a good
measure" [369]. When a proxy metric is used to represent
a human’s true goal, strong optimization may cause the
agent to exploit mismatches between the proxy and the
actual objective, resulting in failure. Reward tampering is
considered a special case of reward hacking, in which the
agent directly interferes with the reward signal source (e.g.,
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by modifying the reward function) to obtain high rewards
[370, 371].

With the widespread adoption of Reinforcement Learn-
ing from Human Feedback (RLHF) in training LLMs, re-
ward models that rely on a single scalar value struggle to
capture the complexity of human value systems [372, 373]. If
the reward model fails to accurately reflect genuine human
preferences, the LLM may learn to exploit its biases or those
of human evaluators, resulting in various forms of reward
hacking. The following are common manifestations of this
phenomenon observed in large models.

Sycophancy: Since LLMs are optimized for human pref-
erences, or for reward models based on such preferences,
during fine-tuning, they tend to prioritize satisfying users
or human supervisors to maximize rewards, rather than
adhering strictly to objective correctness. This tendency is
reflected in the way their responses often shift to align
with users’ implied stances, catering to their preferences
[374, 375].

Reward Overoptimization: Model outputs may be ex-
cessively optimized for specific formal features to satisfy
the reward model. For example, the model may produce
unnecessarily lengthy responses [376], as human preference
for detailed answers during training leads the reward model
to favor longer outputs. Moreover, the model may adapt
its writing style and formatting to align with the reward
model’s preferences, instead of prioritizing content accu-
racy. For instance, it may learn to respond to harmful queries
with overly cautious refusals [237, 377].

4.4.2 Provably Safe AI System

Provably safe AI systems represent an emerging paradigm
that aims to ensure that advanced AI operates within rigor-
ous, formally verifiable safety bounds. Some researchers ar-
gue that only by embedding mathematically verified safety
proofs into AI architectures can we guarantee that such
systems will never deviate into harmful behaviors [378].
This formal approach contrasts sharply with traditional
empirical testing and red-teaming methods, which often
fail to uncover all failure modes in complex or adversarial
environments. The achievement of provable safety requires
the integration of several key components [379] as follows:

Formal Safety Specifications: A rigorously defined set
of safety properties (e.g., “do no harm”) must be articulated
in a formal language. Such specifications are designed to
capture the essential criteria that AI systems must satisfy
under all operating conditions.

World Models: To evaluate the consequences of AI ac-
tions, it is essential to build a world model that encapsulates
the dynamics and causal relationships of the environment.
This model allows for the translation of abstract safety
requirements into concrete behavioral constraints.

Verification Mechanisms: A verifier is needed to ensure
that the AI system meets the safety specifications with
respect to the world model, regardless of whether it is
implemented as a formal proof certificate, a probabilistic
bound or an asymptotic guarantee. Such mechanisms are
the only reliable method to exclude the possibility of catas-
trophic failure by proving that certain harmful behaviors are
mathematically impossible [378].

Robust Deployment Infrastructure: Beyond pre-
deployment verification, runtime monitoring and redun-
dant safety measures (such as provably compliant hard-
ware) must be implemented. These safeguards ensure that
if discrepancies between the world model and observed
behavior occur, the system can transition to a safe state
without human intervention [378, 379].

4.4.3 Beyond Fine-tuning, Systematic Safety
AI governance encompasses the establishment and enforce-
ment of regulatory frameworks necessary for the safe devel-
opment and deployment of AI systems. Given the potential
of AI to exacerbate societal biases [374, 380, 381], displace
labor [382], and pose existential risks due to increasingly
autonomous capabilities [15, 351], governance is critical.
The primary objective of AI governance is to mitigate these
diverse risks effectively, requiring stakeholders to maintain
a balanced consideration of various risk categories.

A multi-stakeholder approach characterizes contempo-
rary AI governance, involving governments, industry and
AI laboratories, and third-party entities such as academia
and non-profit organizations [383]. Governments create
regulatory frameworks, conduct oversight, and establish
risk management systems [384, 385], while industries and
AI laboratories undertake comprehensive risk assessments
throughout AI development lifecycles and voluntarily adopt
security measures [386, 387]. Third parties provide critical
auditing services and policy advice, fostering international
cooperation and balanced stakeholder interests [388, 389,
390].

Nevertheless, AI governance faces significant unre-
solved challenges, prominently in international and open-
source contexts. International governance discussions em-
phasize the importance of global frameworks to manage
catastrophic risks such as AI-driven arms races and in-
equitable distribution of AI benefits [388, 391]. Historically,
international governance frameworks like the OECD AI
Principles and the global ethical standards produced by the
United Nations Educational, Scientific and Cultural Orga-
nization (UNESCO) offer instructive precedents [392, 393].
Conversely, open-source governance is debated regarding
the balance between transparency’s security benefits and
potential misuse risks [394, 395]. Advocates argue that open-
ness enhances security through rapid issue identification
and reduces centralized control [396, 397], while critics
highlight risks of malicious use and vulnerabilities from un-
restricted access [260, 398]. This ongoing debate underscores
the need for measured, risk-informed policies and gradual
openness strategies [399, 400].

5 SAFETY IN MODEL EDITING & UNLEARNING

Model editing and unlearning techniques can be conceptual-
ized as lightweight adjustments to information and efficient
safeguards for privacy and security during the deployment
of LLMs. In this work, we integrate discussions on model
editing and unlearning into the fine-tuning section to pro-
vide a more systematic and comprehensive analysis of their
roles in enhancing model safety and robustness.

Concretely, model editing [401, 402] and unlearning
[403, 404, 405, 406, 407, 408] can be understood as methods
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to efficiently modify model parameters during deployment
to enhance the model’s security and privacy. To better reflect
the comprehensiveness of our survey, we have included
relevant literature on the safety of editing (Section 5.1) and
unlearning (Section 5.2). It is noteworthy that there exists a
certain degree of technical overlap between model editing
and unlearning. To provide a clearer and more precise ex-
position, we focus model editing on addressing knowledge
conflicts within the model, while unlearning is primarily
concerned with the erasure of knowledge to ensure privacy
protection.

5.1 Safety in Model Editing

LLMs retain incorrect or outdated information [409], and
for this reason, model editing has emerged to advocate
updating knowledge in LLM by modifying a small part
of the parameters. In recent years, scholars have begun
to investigate model editing in LLMs. Generally, model
editing methods can be mainly categorized into gradient-
based [410, 411], memory-based [412, 413] and locate-then-
edit methods [414, 415, 416].

➠ Gradient. Early approaches [410, 411, 417] advocate
that the updating of knowledge in the LLMs is accom-
plished by modifying the gradient of the LLM. A more
recent study [418] revisits gradient-based fine-tuning and
demonstrates strong performance through constrained opti-
mization techniques. However, since gradient-based meth-
ods are too complex and suffer from pattern collapse, it is
gradually being replaced by other research lines [419, 420].

➠ Memory. Memory-based methods [412, 413] advocate
the introduction of external parameters to assist in updating
knowledge. Though effective, models with excessive param-
eters face the problem of over-parameterization – where the
parameter space becomes significantly larger than necessary
to capture the underlying data distribution [420, 421].

➠ Locate-then-edit. Locate-then-edit methods, repre-
sented by RoME [416], MEMIT [421] and AlphaEdit [402],
localizing knowledge storage-related neurons by causal
tracing, achieving knowledge editing by modifying these
neurons, have made breakthroughs in recent years [422,
423, 424]. The locate-then-edit approach has been proven
to be effective in updating specific factual knowledge in the
LLM [402]. Thus it is widely used to edit the security of
LLMs [425, 426]. In the following part, we will focus on the
application of the locate-then-edit approach to the security
domain.

Attack. Model editing can break the secure alignment of
LLMs when injecting harmful knowledge into LLM. Chen
et.al [425] first proposed the concept of editing attack, con-
structing a dataset named EDITATTACK, and using editing
methods such as RoME [416] and IKE [427] successfully
injected harmful, incorrect, and bias information to LLMs.
Since model editing modifies the corresponding knowledge
in the form of knowledge triples, BadEdit [428] proposes a
way to inject triggers using model editing. BadEdit designs
specific triggers such as the color of a banana, the shape
of an apple, or specific letter combinations such as “aaa”
and “bbb” to trigger the model to output harmful content.
Building on this basis, Concept-RoT [429] designs a more
invisible approach by proposing k0 based on the concept

of context, and implanting a backdoor against the concept
of context by editing the value corresponding to k0, thus
realizing the effect of the conceptual Trojan horse. In addi-
tion, DEPN [430] devised a method to first locate private
neurons, and secondly edit the specified private neurons
through RoME so that the model outputs sensitive private
information.

Defense. Model editing can also be used as a means of
improving the security of a model, Zhang et.al [426] pro-
posed a model editing method named DINM, to localize and
detoxify toxic neurons via model editing, making the model
less susceptible to jailbreaking. In addition, other stud-
ies [422, 431, 432] have explored the use of model editing for
blue teams. Model editing methods have made big strides

TABLE 5: Model Editing for attack and defense.
Methods Attack? BackDoor? Defense? Parameter?
RoME[416] ✔ ✔ ✔ ✔
IKE[427] ✔ - - ✗
AlphaEdit[402] ✔ ✔ ✔ ✔
BadEdit[428] ✔ ✔ ✗ ✔
ConceptROT[429] ✔ ✔ ✗ ✔
DEPN[430] ✔ ✗ ✗ ✔
DINM[426] ✗ ✗ ✔ ✔
PEM[432] ✗ ✗ ✔ ✔

in red team, making them an effective means of injecting
risk content into safely aligned models. We summarize the
mainstream editing for attacks and defenses in Table 5 and
each row in the table represents distinct included content..
Against model editing attacks, no research has been done
to make a specific defense against such attacks, so further
exploration in this area is an important research topic.

5.2 Safety in Unlearning
LLMs have demonstrated remarkable capabilities in vari-
ous tasks, but their training on vast and often unfiltered
datasets from the Internet inevitably leads to the absorption
of unsafe information [433, 434, 435, 436, 437, 438]. This
includes biases [439], stereotypes [440], toxic language [441],
misinformation [442, 443, 444], and even private data [71].
Therefore, LLM unlearning is crucial for ensuring their
safe and responsible deployment [406, 445], as shown in
Figure 6. Unlearning, in this context, refers to the process
of selectively removing or mitigating the influence of spe-
cific knowledge, behaviors, or data points from a trained
LLM [446, 447, 448, 449, 450, 451, 452, 453, 454, 455, 456].
Unlearning methods can be distinguished into two broad
paradigms [457]: exact (certified) unlearning and heuristic
(approximate) unlearning. Exact methods accurately identify
poisoned data points or affected parameters, providing
formal or statistical guarantees that the specified behav-
iors no longer influence the model. This typically requires
certified retraining from scratch, removing the disallowed
data entirely [458]. Two primary paradigms have emerged
to achieve approximate unlearning: parameter-adjusting
methods, which modify the model’s internal weights, and
parameter-preserving methods, which intervene externally
without altering the core model architecture (refer to Figure
6).

➠ Parameter-Adjusting Unlearning. The first paradigm,
which involves adjusting the model’s parameters, is char-
acterized by its direct intervention in the model’s internal
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structure. This approach typically requires retraining or
fine-tuning the model on a curated dataset, designed to
counteract the unsafe knowledge or behavior that needs to
be unlearned. It also encompasses methods that follow a
locate-then-edit pipeline, where specific parameters associ-
ated with the target knowledge are identified and directly
modified to achieve unlearning [456]. Techniques such as
Gradient Ascent [459] and its variations [460] are commonly
employed. While traditional fine-tuning using cross-entropy
loss is prevalent, more specialized loss functions have been
proposed to enhance the control over the outputs of un-
learned models, such as KL minimization [461, 462, 463] and
the IDK loss function [464]. Additionally, recent work [465]
has reframed LLM unlearning as a preference optimization
problem [466], utilizing Negative Preference Optimization
loss to improve the unlearning process. In contrast to these
training-intensive approaches, LaW [456] draws inspiration
from model editing by identifying and removing knowledge
associations embedded in MLP weights, aiming to eliminate
targeted information with minimal impact on the model’s
overall capabilities. Given the recent powerful multimodal
perception and generation nature of LLMs, MMUnlearner
[467] proposes to reformulate the setting of multimodal
unlearning, which aims at erasing the unwanted visual
concept but still preserving textual knowledge. Based on
existing multimodal LLM-based unlearning benchmarks
[468, 469, 470], SafeEraser [471] further incorporates un-
learning mechanism and evaluation into multimodal LLM
safety, via introducing Prompt Decouple Loss and a new
metric called Safe Answer Refusal Rate.

Gradient Ascent

Parameter-Adjusting

Bias

Parameter-Preserving

Loss Function

Preference 
Optimization

Editing 

Task Vector

In-Context
Learning

Internal Intervention External Intervention

Stereotypes Toxicity Misinfo Privacy

LLM Unlearning

The number of literatures decreases from top to bottom

Fig. 6: The taxonomy illustration of LLM Unlearning for
safety.

➠ Parameter-Preserving Unlearning. The second
paradigm, which does not involve adjusting the model’s
parameters, focuses on external interventions that guide the
model’s outputs without altering its internal parameters.
Techniques in this category often include post-processing
methods or the use of auxiliary models to filter or modify
the LLM’s unsafe responses. Editing-based techniques [430,
472, 473, 474] modify specific components of the model
architecture or introduce additional modules to counteract
unwanted knowledge. Task vector approaches [475, 476]

leverage the geometric properties of the parameter space
to identify and neutralize directions associated with tar-
geted information. More recently, in-context learning strate-
gies [477, 478] have emerged, which guide the LLM’s be-
havior through carefully crafted prompts rather than weight
modifications.

Although heuristic methods are far more scalable, their
guarantees are only empirical. Closing this gap between
certified safety and practical feasibility remains a central
research challenge for the field.

5.3 Roadmap & Perspective

5.3.1 Model Editing

The evolution of model editing traces back to localized
factual updates (e.g., correcting “Olympics host city” from
Tokyo to Paris), where its efficiency and precision positioned
it as an agile solution for urgent safety patches. Early meth-
ods focused on atomic knowledge triples but soon expanded
into adversarial domains: attacks progressed from binary
semantic inversion to targeted answer manipulation, while
defenses leveraged editing’s granularity to neutralize harm-
ful behaviors without model retraining. Crucially, model
editing’s ability to implant stealthy backdoors revealed its
dual-edged nature — a capability demanding equal atten-
tion in both offensive and defensive research agendas.

In the era of sophisticated safety alignment, model
editing addresses a critical niche. While safety fine-tuning
establishes systematic safeguards through periodic retrain-
ing, it struggles with emergent, context-sensitive risks (e.g.,
geopolitical shifts or cultural updates) that evolve faster
than retraining cycles. As LLMs scale, the intervals between
alignment updates widen, creating safety gaps exacerbated
by catastrophic forgetting risks. Model editing bridges these
gaps through rapid surgical interventions — executing up-
dates orders of magnitude faster than alignment procedures
— by modifying specific unsafe knowledge or concepts, all
while preserving general model stability. In summary, while
safety fine-tuning remains essential for systematic align-
ment, model editing addresses four fundamental limitations
in the current era:

• Temporal Agility: Mitigates emergent, unpredictable
safety risks that cannot wait for full retraining cycles.

• Granular Control: Enables surgical modifications to
specific reasoning pathways in large reasoning models
(LRMs), correcting flawed chain-of-thought logic without
disrupting valid inference patterns.

• Resource Decoupling: Reduces computational barriers
for safety-critical updates, particularly in multimodal set-
tings where traditional retraining costs scale prohibitively.

• Stable editing: Model editing is an ongoing and iterative
process; however, excessive modifications can compro-
mise the model’s performance, likely due to the intri-
cate interdependencies among neurons. Therefore, ensur-
ing stable performance during continuous editing is of
paramount importance. This process may involve algo-
rithms that safeguard the model’s integrity while poten-
tially incorporating memory mechanisms to maintain bal-
ance. In summary, altering the original model parameters
is a relatively "risky" endeavor, and plug-and-play exter-
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nal modules may emerge as the predominant approach in
the future.

Future frontiers highlight model editing’s unique value
proposition. Specifically,
• More Hidden Backdoor: By precisely modifying tar-

geted parameters without perturbing unrelated knowl-
edge, edited backdoors evade traditional detection meth-
ods that monitor broader model behavior.

• Multimodal Safety: In multimodal systems, editing re-
duces the computational burden of aligning heteroge-
neous data streams by selectively modifying cross-modal
attention mechanisms.

• Concept-Level Safety: Directly edit abstract safety con-
cepts (e.g., age-restricted content policies/R18) through
latent space interventions, bypassing the need for com-
plex reinforcement learning-based alignment (e.g., DPO).

• Interpretability-driven Safety: The model editing’s inter-
pretability dimension further provides causal insights into
safety-critical model behaviors, informing robust verifica-
tion frameworks.

Critically, model editing complements — rather
than replaces — systematic alignment, forming a
hybrid governance paradigm: systematic alignment en-
sures broad ethical guardrails, while model editing en-
ables surgical adaptations to emerging threats, i.e., estab-
lishing a closed-loop governance system for sustainable
safe deployment. Together, they will form the twin pillars
of LLM safety in the future.

5.3.2 Unlearning
The concept of machine unlearning has evolved from a
specialized issue in traditional machine learning to a key
aspect of responsible AI governance for LLMs. Early efforts
in unlearning primarily focused on removing data from
smaller, more specialized models, often in response to pri-
vacy regulations such as the GDPR’s “right to be forgotten”
[446]. However, with the advent of LLMs—trained on vast,
diverse, and often uncontrolled datasets—the landscape of
machine unlearning has undergone significant transforma-
tion. This shift has introduced new challenges and impera-
tives that were previously unforeseen.

The initial phase of LLM unlearning focused on adapting
existing techniques—primarily parameter-adjusting meth-
ods like gradient ascent [459] and fine-tuning variants [461,
462, 463, 464, 479]—to the scale and complexity of LLMs.
While this phase demonstrated the feasibility of unlearning,
it also highlighted several fundamental limitations, such
as computational cost [445, 449], catastrophic forgetting
[451], and lack of granularity [406]. These limitations have
driven the development of more refined approaches, such
as parameter-preserving methods [472, 475, 476, 477, 478].
These methods, which utilize techniques like task arithmetic
and in-context learning, provide a glimpse of a future
where unlearning can be achieved with greater efficiency
and precision. The shift to multimodal LLMs has further
expanded the scope, necessitating unlearning methods that
can address the safety concerns arising from the interaction
between different modalities [467, 468, 469, 470, 471]. The
current landscape of LLM unlearning can be described as a
shift from reactive “data deletion” to proactive “knowledge

sculpting.” We are moving beyond merely removing infor-
mation to precisely shaping the model’s understanding and
behavior. This shift is driven by several key insights:

• Unlearning as Preference Optimization: By framing un-
learning as preference learning, we can align the model’s
output with desired safety and ethical guidelines, uti-
lizing techniques like Negative Preference Optimization
[465, 466] or safety-oriented preference optimization [480].

• The Importance of Context: Since the “unsafety” of
information is often context-dependent, researchers are
developing methods to selectively unlearn behaviors in
specific situations while maintaining the model’s general
capabilities [477, 481, 482, 483].

• Multimodal Unlearning: Addressing the fusion of modal-
ities (text, images, audio) presents new challenges in
removing unwanted concepts and behaviors both within
and across modalities [467, 471, 484].

Looking ahead, several critical areas are essential for
further advancement in the field:

• Principled Evaluation Metrics: Robust, standardized
benchmarks are necessary to accurately assess unlearn-
ing effectiveness and potential side effects. These metrics
should move beyond simplistic, easily manipulated mea-
sures [450, 476, 485, 486, 487].

• Theoretical Foundations: A deeper understanding of the
mechanisms behind unlearning in LLMs is needed to
develop truly reliable techniques [451, 488]. This includes
exploring why unlearning is challenging and how differ-
ent methods affect internal representations.

• Hybrid Approaches: Combining parameter-adjusting
methods (for coarse-grained removal) with parameter-
preserving techniques (for fine-grained refinement)
presents a promising path forward. This aligns with the
“hybrid governance paradigm” from Model Editing, al-
lowing for both broad and precise interventions.

• Unlearning for Interpretability: Instead of using inter-
pretability solely to guide unlearning, the unlearning pro-
cess itself can be used to enhance our understanding of
model behavior [489]. By selectively removing knowledge
and observing the consequences, we gain causal insights
into the model’s reasoning. This represents a fundamen-
tally different and more powerful use of unlearning—this
is the key “dry goods” insight.

• Unlearning Benchmark: Building upon the aforemen-
tioned insight, it is evident that unlearning currently
lacks a standardized benchmark. Establishing a method
to effectively balance a model’s ability to forget while
systematically ensuring its performance remains reliable
is crucial (Figure 7). In the realm of multimodal learning,
creating such a benchmark could be even more complex,
potentially representing a pivotal step in advancing this
field [471, 490, 491, 492, 493].

In conclusion, LLM unlearning is not merely a technical
challenge; it is a fundamental requirement for building
trustworthy and beneficial AI systems or even agent ecosys-
tems [494, 495]. It is evolving from a reactive measure to
a proactive design principle, shaping the very foundations
of how LLMs learn, adapt, and interact with the world.
The journey from “forgetting” to “knowledge sculpting”
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Fig. 7: We define the goal of unlearning as maximizing both
model utility and forget quality, meaning that algorithms
positioned closer to the top-right corner are considered

more reliable.

is underway, promising a future where LLMs can be both
powerful and aligned with human values [496, 497, 498].

6 LLM(-AGENT) DEPLOYMENT SAFETY

In this section, we focus on the safety of LLM and LLM-
agent during the deployment phase, addressing three pro-
gressively broader dimensions: LLM Safety (Section 6.1),
Single-agent Safety (Section 6.2), and Multi-agent Safety
(Section 6.3). We begin by discussing the potential threats
and defense mechanisms associated with the foundational
LLM during inference. Subsequently, we explore the addi-
tional security risks introduced by supplementary modules,
which impact both individual agents and multi-agent sys-
tems. This structured approach ensures a comprehensive
understanding of safety challenges at varying scales of
LLM(-agent) deployment.

6.1 Deployment Safety
The deployment of a single LLM introduces significant
security challenges, including adversarial attacks, data pri-
vacy risks, and content integrity concerns. This subsection
systematically examines these issues by first analyzing key
attack vectors (Subsection 6.1.1), such as model extraction,
membership inference, jailbreak attacks, prompt injection,
data extraction, and prompt stealing, which threaten model
confidentiality, robustness, and ethical compliance. Next,
we explore defensive mechanisms (Subsection 6.1.2), in-
cluding input preprocessing, output filtering, robust prompt
engineering, and system-level security controls aimed at
mitigating these threats. Finally, we discuss evaluation
and benchmarking (Subsection 6.1.3), covering robustness,
content safety, privacy leakage, multi-modal safety, and
standardized security benchmarks, ensuring a comprehen-
sive assessment of LLM deployment safety. This structure
follows a logical progression from identifying threats to
implementing defenses and establishing reliable evaluation
methodologies.

6.1.1 Attack in Deployment

We first give an overview of the attacks in Figure 8.

Attacks in Deployment

User 
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Single LLM in
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Fig. 8: The overview of attacks in single LLM’s deployment
phase.

Model Extraction Attacks. Model extraction attacks aim
to steal a deployed language model, which only provides
an Application Programming Interface (API) that processes
text input (i.e., a prompt) and returns generated outputs.
He et al. and Peng et al. [499, 500, 501, 502] made a series
of early efforts in launching model extraction or stealing
attacks against LLMs (even deployed as a service) and
proposed various defense mechanisms to mitigate such
risks. Carlini et al. [503] conducted the model-stealing attack
against a black-box large language model by targeting its
embedding projection layer. Building on this, Finlayson et
al. [504] further investigated the risk of stealing embedding
dimensions by exploiting the softmax bottleneck. Another
line of research explores model extraction in a gray-box
setting. For instance, Zanella et al. [505] demonstrated the
feasibility of stealing high-fidelity language models when
given access to a frozen or fine-tuned encoder.

Another category of model extraction attacks focuses on
recovering the full weight of an LLM. For instance, Horwitz
et al. [506] successfully reconstruct a pre-fine-tuned LLM
(i.e., the pre-trained model before fine-tuning) using its fine-
tuned variants, such as low-rank adaptation (LoRA) mod-
els. Beyond general model-stealing attacks, some research
explores threats to specialized capabilities. Li et al. [507]
extract the coding abilities of an LLM, including code syn-
thesis and translation. Additionally, Liu et al. [508] propose
a theoretically grounded method for stealing any low-rank
language model.
Membership Inference Attacks. Membership Inference At-
tack (MIA) tries to figure out whether a given candidate is
included in the training dataset of an LLM [117, 509].

➠ Methods. [509] propose the first MIA with MIN-K%
PROB, which identifies examples that contain few outlier
words with low probabilities as non-members. Afterward,
[510] propose MIN-K%++, which simulates the member-
ship inference into identifying local maxima. Some works
reveal that the success of MIAs against LLMs may be due
to sampling non-members from different distributions.
Thus, [511] propose Blind attack, which conducts MIA by
applying a threshold and completely ignores the target
model. [512] selectively combine the existing MIAs and
aggregate their scores to perform a statistical test. [513]
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identify the membership of a verbatim text by construct-
ing paraphrased options (with another proxy model) and
asking the target LLM for true verbatim. [514] examine
the relative change in conditional log-likelihoods when
prefixing target data points with non-member context.
[515] propose to generate noisy neighbors for a target
sample by adding stochastic noise in the embedding
space. [516] train a neural network to capture variations
in output probability distributions between members and
non-members.

➠ Document-level MIAs. Some works focus on document-
level MIAs. Meeus et al. [517] propose the first MIA
for document-level leakage, which contains four steps:
retrieving, normalizing, aggregating, and predicting. Af-
ter that, Meeus et al. [518] validate that it doesn’t work
against models that do not naturally memorize and pro-
pose to utilize copyright traps to detect the use of copy-
righted materials. Puerto et al. [519] make exploration
toward collection-level MIA against LLMs by computing
features and two-stage aggregation.

➠ Different Settings. Some works also explore the MIA
risk in novel settings. Anderson et al. [520] propose the
first MIA against Retrieval Augmented Generation (RAG)
systems by directly asking whether one candidate is its
member or not. Li et al. [521] compare the output se-
mantic similarity of the sample for the RAG system and
the remaining to determine the membership of RAG’s
database. Zhang et al. [522] propose the first MIA against
in-context learning and four attack methods, including
GAP, Inquiry, Repeat, and Brainwash. Meanwhile, Duan
et al. [523] reveal that MIA risk in in-context learning
is more severe than in the fine-tuning setting. Wen et
al. [524] conduct membership inference of fine-tuning
data by poisoning pretraining data and backdooring the
pre-trained model. Then Wen et al. [525] comprehensively
assess the MIA risk against adaptation methods, including
LowRank Adaptation (LoRA), Soft Prompt Tuning (SPT),
and In-Context Learning (ICL). Balloccu et al. [526] study
the indirect data contamination for closed-source LLMs,
which can also be regarded as MIA. Fu et al. [527] propose
Self-calibrated Probabilistic Variation, which fine-tunes
the reference model by prompting the target LLM.

➠ Factor Impact. Duan et al. [117] find that the existing
MIAs work poorly on LLM due to massive training data
and near-one epoch training. Li et al. [528] clarify the
impact of fine-tuning and evaluation metrics and propose
a three-phase framework (i.e. training, simulation, and
confidence calculation) to assess membership leakage.
Kandpal et al. [87] find that duplication of training data
highly extends the risk of MIA. Naseh et al. [529] validate
that using synthetic data in membership evaluations may
lead to false classification results.

Jailbreak Attacks. Jailbreak attacks aim to induce the
large language model to generate unsafe content like vio-
lence [260]. Jailbreak attacks focus on bypassing the safety
rules, including system safety prompts and safety filters,
while prompt injection attacks target all system prompts.
Lots of literature have studied the vulnerability of LLM,
where different terms, including “jailbreak attack” and “red-
teaming”, all point to the same safety vulnerability that

generates unsafe content. We classify them into two main
categories, i.e. optimization-based and strategy-based.

Strategy-based jailbreaks figure out novel strategies or
templates to generate one adversarial prompt at a heat
to test LLMs’ vulnerabilities, which are pre-defined. Thus,
the generated prompt is non-evolvable. Specifically, useful
strategies include persuasion [559], role-playing [560, 561,
562, 563], cipher [564, 565], ASCII [566], long-context [567],
low-resource language [568, 569], in-context malicious
demonstration [570], overloaded logical thinking [571],
misspelling [572], multi-language mixture [573], rephras-
ing [538, 574, 575, 576], competing objectives and generaliza-
tion mismatch [577], [wenjie: splitting sub-queries [578]],
zero-shot generation [579], personal modulation [580].

Optimization-based jailbreaks contain a multi-step opti-
mization process to revise one unsafe prompt. Here, we fur-
ther divide the optimization-based jailbreaks into gradient-
based and LLM-based ones:

➠ Gradient-based Optimization. GCG [260] appends one
suffix to the target prompt, then utilizes the gradient
of loss, which is calculated with the target (e.g., “Sure”
or “Yes”) and output, to optimize the soft prompt.
Then, it greedily searches the best-matched tokens in
the dictionary for soft prompt replacement. AutoDAN-
B [535] solves the limited readability of GCG by con-
structing a proxy score where the perplexity is consid-
ered, which is utilized for greedy sampling. I-GCG [531]
improves GCG by appending a template before the suf-
fix and uses a multi-coordinate updating strategy and
easy-to-hard initialization to optimize the suffix. COLD-
Attack [581] adapts Energy-based Constrained Decod-
ing with Langevin Dynamics for controllable adversarial
prompt generation. MA-GCG [532] proposes momentum
gradient to boost and stabilize the greedy search for
tokens in adversarial prompts. A-GCG [533] introduces
a smaller draft model than the target model to sample
the promising suffix candidates for faster optimization.
BOOST [582] enhances the existing jailbreak attacks by
adding eos tokens to the end of the unsafe prompt.
CRT [583] proposes an enhanced reinforcement learning-
based jailbreak with consideration of prompt diversity. I-
FSJ [584] deploys few-shot learning and demo-level ran-
dom search.

➠ LLM-based Optimization. PAIR [261] constructs a sys-
tem prompt and uses an attacker LLM to generate and
revise adversarial prompts. It also uses a Judge model
to assess the feedback from the victim, which is further
utilized for revising the adversarial prompt. AutoDAN-
A [534] utilizes crossover strategies and LLM-based muta-
tion to revise adversarial prompts into stealthy sentences.
AntoDAN-Trubo [539] AutoDAN-Turbo proposes to find
useful strategies by prompting an LLM automatically.
ToA (Tree of Attack) [536] iteratively uses an LLM to
transform the unsafe prompt into two variations and
keeps the prompt variation that achieves a higher score.
Xiao et al. [585] adopt a similar pipeline with PAIR [261]
and introduce malicious content concealing and mem-
ory reframing. Puzzler [586] proposes defensive and of-
fensive measures to conduct an indirect jailbreak. GPT-
FUZZER [587] starts from human-written prompts, and
uses templates and mutation to rewrite unsafe prompts.
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TABLE 6: A summary of attacks for LLM after deployment. Our evaluation includes representative studies that exemplify
these security aspects. More details can be found in the main text. OS indicates whether the code is open-sourced.

Attacks Method OS Year Strategy Setting Datasets Target Models Metrics

Model
Extraction

Carlini et al. [503] Yes 2024 Binary Search Black-box None GPTs, LLaMA, Pythia,
ada, cabbage

Query&Token
Cost, MSE, RMS

Finlayson et al. [504] No 2024 Softmax Bottleneck Black-box None Pythia, GPT-3.5 Query Cost
Zanella et al. [505] No 2024 Matrix Operations Grey-box SST-2, MNLI, AG

News
BERTs, XLNet Query Cost, Acc,

Agreement
Horwitz et al. [506] Yes 2024 Spectral DeTuning White-box LoWRA ViT, SD, Mistral MSWE, SEM

Membership
Inference

MIN-K% PROB [509] Yes 2023 Probabilities Black-box Wikipedia LLaMAs, Pythia, NeoX,
OPT

TPR, FPR, ROC,
AUC

MIN-K%++ [510] Yes 2022 Local Maxima Black-box WikiMIA, MIMIR Pythia, GPT-NeoX,
LLaMA, OPT, Mamba

AUROC, TPR,
FPR

Blind [511] Yes 2024 Threshold Black-box 8 sets GPT-3, OpenLLaMA AUC ROC
LLM-DI [512] Yes 2024 Aggregation Black-box PILE Pythias AUC, p-values
DE-COP [513] Yes 2024 Paraphrases Black-box arXivTection,

BookTection
Mistral, Mixtral, LLaMA,
GPTs, Claude

AUC

Recall [514] Yes 2024 Log-Likelihoods Black-box WikiMIA, MIMIR Pythia, GPT-NeoX,
LLaMA, OPT, Mamba

AUC, TPR@FPR

Noisy [515] No 2024 Embedding NGBRs Gray-box OpenWebText,
Wikipedia

GPT-2 TPR, FPR, AUC

SMIA [516] No 2024 Perturbation Gray-box Wikipedia, FAN Pythia, Pythia-Deduped,
GPT-Neos

AUC-ROC, TPR,
FPR

FEATAGG [517] No 2024 Feature Aggregation Black-box ProjectGutenberg,
ArXiv

OpenLLaMA TPR@FPR, AUC

RAG-MIA [520] No 2024 Direct Asking Black-box HealthCareMagic,
Enron

flan, llama, mistral TPR@FPR, AUC-
ROC

Jailbreak

GCG [260] Yes 2023 Gradient-based White-box Vicuna, LLaMA-2 AdvBench ASR, Loss
AmpleGCG [530] Yes 2024 Hybrid-based White-box Vicuna, Llama-2, Mis-

tral, GPTs
AdvBench ASR, USS, Diver-

sity, Time
I-GCG [531] Yes 2024 Gradient-based White-box AdvBench,

HarmBench
VICUNA, GUANACO,
LLAMA, MISTRAL

ASR

MA-GCG [532] Yes 2024 Gradient-based White-box AdvBench Vicuna, Misrtal ASR, Time
A-GCG [533] Yes 2024 Gradient-based White-box AdvBench Llama2, Vicuna ASR, Acc
AutoDAN-A [534] Yes 2023 LLM-based Black-box AdvBench Vicuna, Misrtal ASR, Recheck,

PPL
AutoDAN-B [535] Yes 2023 Gradient-based White-box AdvBench Vicuna, Guanaco, Pythia ASR, Recheck
PAIR [261] Yes 2023 LLM-based Black-box JailbreakBench Vicuna, Llama-2, GPTs,

Claudes, Gemini
ASR, QPS

ToA [536] Yes 2023 LLM-based Black-box AdvBench, Harm123 Vicuna, Llama-2, PaLM-2,
GPTs, Claude3, Gemini

GPT4-Metric,
Human-Judge

PAL [537] Yes 2024 LLM-based Black-box AdvBench Llama-2, GPT-3.5 ASR, Manual La-
beling

Masterkey [538] No 2023 Rephrasing Black-box AdvBench, Harm123 GPTs, Bing, Bard ASR, QSR
AutoDAN-Turbo [539] Yes 2024 LLM-based Black-box Harmbench Llama-2, Gemma, GPT-4,

Gemini
ASR, StrongRE-
JECT

FlipAttack [540] Yes 2025 Rephrasing Black-box AdvBench, StrongRE-
JECT

GPTs, Claude 3.5 Sonnet,
Llama 3.1 405B, Mixtral
8x22B

ASR

Geneshift [541] Yes 2025 LLM-based Black-box AdvBench GPTs ASR

Prompt
Injection

IPP [542] Yes 2022 Handcraft Black-box OpenAI Examples text-davinci ASR
Greshake et al. [543] Yes 2023 Data Poisoning Black-box None text-davinci, GPT-4 None
HOUYI [544] Yes 2023 Components Asmbl Black-box Five Queries SUPERTOOLS Manual
Yan et al. [130] Yes 2023 Poisoning Black-box Several Cases Alpaca Ngt, Pst, Ocrc
TT [545] No 2023 Game Black-box Tensor Trust GPTs, Claudes, PaLM,

LLaMAs
Robustness Rate

JudgeDeceiver [546] Yes 2024 Gradient-based White-box MT-Bench, LLMBar Mistral, Openchat, Llamas ACC, ASR, PAC
AUPI [547] Yes 2024 Gradient-based White-box MRPC, Jfleg, HSOL,

RTE, SST2, SMS
Llama2 KEY-E, LM-E

AUTOHIJACKER [548] No 2024 LLM-based Black-box AgentDojo, OPI Llama, Command-R,
GPTs

ASR

Data
Extraction

zlib [108] Yes 2020 Generate & Inference Black-box Top-n, Temperature,
Internet

GPT-2 6 metrics

AutoSklearn [549] No 2023 Greedy, Contrastive,
Beam decoding

Black-box Pile GPT-Neo Precision, Recall,
R@FPR

DECOM [550] No 2024 Decomposition Black-box NYT, WSJ Frontiers TRM, EMP,
BITAP

Context [551] No 2022 Context, Zero-shot,
Few-shot

Black-box Enron Corpus GPT-Neo Acc

ETHICIST [552] Yes 2023 Prompt Tuning Gray-box LM-Extraction GPT-Neo Recall
Pii-compass [553] No 2024 Grounding Black-box Enron email GPT-J Extraction Rate
DSP [554] No 2024 Dynamic Soft

Prompting
Black-box LMEB, The Stack GPT-Neo, Pythia, Star-

CoderBase
EER, FER, PPL

PWB [555] Yes 2024 Gradient-based White-box Pile Pythia, Llama Precision, AUC,
TPR

Prompt
Stealing

Sha et al. [556] No 2024 LLM-based Black-box RetrievalQA,
AlpacaGPT4

ChatGPT, LLaMA Acc, Precision,
Recall, AUC

output2prompt [557] Yes 2024 LLM-based Black-box 3 User & 3 System
Prompts

Llamas, GPTs BLEU, CS, Preci-
sion, Recall

PRSA [558] No 2024 Output Difference Black-box Category18 GPTs BLEU, FastKAS-
SIM, JS
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ECLIPSE [588] uses an LLM as a suffix generator and
optimizer. PAL [537] proposes an online proxy model
(which is used for adversarial prompt generation) training
pipeline.

➠ Others. EnJa [589] proposes to ensemble prompt and
token-level attack methods via a template-based connec-
tor. AmpleGCG [530] first collects lots of successful suf-
fixes and then trains the generative model to generate a
specific suffix for a given unsafe prompt. Zhao et al. [590]
targets the scenario where the decoding process of target
LLM is assisted with smaller models’ guidance.

Prompt Injection Attacks. Prompt injection is a vulnera-
bility where an attacker manipulates the input prompts of
LLMs to force them to generate a specific output, which is
usually out of the range for normal use (e.g., goal hijacking
and prompt leaking [542]), often by injecting malicious text
or commands into the input field. Attackers can employ a
variety of techniques to carry out such attacks.

➠ Direct Prompt Injection. Perez et al. [542] directly inject
handcrafted adversarial prompts into inputs to misalign
the language model. HOUYI [544] proposes an injection
generation framework which includes three components.
Yan et al. [130] utilize LLMs to generate diverse trigger
instructions that implicitly capture the characteristics of
trigger scenarios. TENSOR TRUST leverages the TENSOR
TRUST web game to generate a large-scale dataset and
benchmark [545]. AUPI [547] adopts a gradient-based
optimization method, specifically, a momentum-enhanced
optimization algorithm, to generate universal prompt in-
jection data. Upadhayay et al. [591] argue that LLMs
suffer from cognitive overload and propose to use in-
context learning to jailbreak LLMs through deliberately
designed prompts that induce cognitive overload. Kwon
et al. [592] circumvent security policies by substituting
sensitive words—likely to be rejected by the language
model—with mathematical functions.

➠ Indirect Prompt Injection. Greshake et al. [543] propose
to indirectly inject prompts into the data that are likely
to be retrieved. Bagdasaryan et al. [593] design a prompt
injection attack against multi-modal LLMs, by generating
an adversarial perturbation corresponding to the prompt
and blending it into an image or audio recording. Neural
Exec [594] designs a multi-stage preprocessing pipeline
for cases like Retrieval-Augmented Generation (RAG)-
based applications. PoisonedAlign [595] boosts the suc-
cess of prompt injection attacks by strategically creating
poisoned alignment samples in the LLM’s alignment pro-
cess. TPIA [596] crafts non-functional perturbations that
contain malicious information and inserts them into the
victim’s code context by spreading them into potentially
used dependencies like packages or RAG’s knowledge
base. F2A [597] proposes to use feign security detec-
tion agents to bypass the defense mechanism of LLMs.
AUTOHIJACKER [548] uses a batch-based optimization
framework to handle sparse feedback and leverages a
trainable memory to enable effective generation.

➠ Different Settings. JudgeDeceiver uses gradient-based op-
timization to inject LLM-as-a-Judge scenarios [546]. Pedro
et al. [598] study the risk of injections targeting web
applications based on the Langchain framework. Lee et

al. [599] propose a human–AI collaborative framework to
explore the potential of prompt injection against federated
military LLMs. PROMPT INFECTION [600] proposes to
make malicious prompts self-replicate across intercon-
nected agents in multi-agent systems. Zhang et al. [601]
explore the risk of prompt injection in LLM-integrated
systems like LLM-integrated mobile robotic systems.

Data Extraction Attacks. Data extraction attacks try to figure
out the personally identifiable information (PII) that is used
to train the LLMs [108]. It starts from sufficient-length
prefixes to perform extraction and additional measures to
determine if extracted texts are valid.

➠ Methods. In the beginning work [108], the proposed ex-
traction process contains two stages “generate-then-rank”:
sampling potentially memorized examples and mem-
bership inference. It proposes a temperature-decaying
method to sample more diverse examples and use sur-
rogate models to infer the membership. After that, Al-
Kaswan et al. [549] propose using greedy, contrastive,
and beam decoding strategies to generate examples and
use a classifier to infer the membership. Su et al. [550]
propose an instruction decomposition technique to extract
fragments of training data gradually. Huang et al. [551] ex-
tensively explore the effect of context, zero-shot, and few-
shot methods in extracting the personal email address.
ETHICIST proposes a smoothing loss and a calibrated
confidence estimation method to extract the suffix and
measure the confidence [552]. Nakka et al. [553] improves
the extraction performance by grounding the prefix of the
manually constructed extraction prompt with in-domain
data. Wang et al. [554] propose to train a transformer-
based generator to produce dynamic, prefix-dependent
soft prompts. Ozdayi et al. [105] introduce an approach
that uses prompt tuning to control the extraction rates of
memorized content. Meng et al. [602] propose a two-stage
method, i.e., collection and ranking, to recover PPI when
PII entities have been masked.

➠ Different Settings. Some works also explore the risk of
data leakage in novel settings. Wang et al. [555] study
the probability of data extraction in fine-tuning settings
and Bargav et al. [603, 604] extract the training data
by comparing the output difference before and after the
fine-tuning. Jiang et al. [605, 606, 607] propose to ex-
tract the private Retrieval-Augmented Generation (RAG)
documents. Peng et al. [608] extract the private RAG
documents by poisoning in the fine-tuning process. Nasr
et al. [107] explore the potential risk of data extraction
for the aligned production language models. Panda et
al. [609] extract the fine-tuning secret data by poisoning
the pertaining dataset. Lu et al. [610] propose to extract
PII from an aligned model with model merging. Chen
et al. [611] find that fine-tuning can recover the forgot-
ten PIIs in pretraining data. Panchendrarajan et al. [612]
propose to extract the whole private training data in the
fine-tuning process. Rashid et al. [613] propose selective
weight tampering to explore PPI leakage in Federated
Language Models. Dentan et al. [614] extract data from
layout-aware document understanding models like uni-
modal or bimodal models.

➠ Different Applications. Leveraging the abnormally high
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token probabilities, some works utilize the memorization
of LLMs to extract the fingerprint or steganography [615].
Al-Kaswan et al. [616] explore memorization in large
language models for code and find that code models
memorize training data at a lower rate than natural lan-
guage models. Nie et al. [617] utilize the token-level fea-
tures derived from the identified characteristics to decode
the PII. Lehman et al. [618] reveal the risk of Electronic
Health Records leakage of LLMs. Diera et al. [619] conduct
experiments to assess the PII leakage of fine-tuned BERT
models and found that Differential Privacy (DP) has a
negative effect when deployed in fine-tuning. Zhang et
al. [620] propose data extraction attacks against text clas-
sification with transformers. Huang et al. [621] propose
an evaluation tool, i.e. HCR, to assess the PPI leakage in
Neural Code Completion Tools.

➠ Factor Assessment. Some work studies the factors of
data extraction including decoding schemes, model sizes,
prefix lengths, partial sequence leakages, and token po-
sitions [622, 623]. Yash et al. [624] explore the effects of
prompt sensitivity and access to multiple checkpoints to
extraction attacks. Staab et al. [625] construct a dataset
consisting of real Reddit profiles to extract personal at-
tributes. Xu et al. [626] conduct experiments to evaluate
the factors of different suffix generation methods and
different membership inference attacks in extraction per-
formance. Karamolegkou et al. [627] evaluate the effect
of model structure, data type, probing strategies, and
metrics.

Prompt Stealing Attacks. Given that crafting effective
prompts requires significant engineering effort and can
be considered valuable intellectual property (IP), prompt-
stealing attacks aim to compromise this IP by reconstructing
prompts from generated responses [556, 557, 558]. These
generation effects are often used to attract prospective
prospective buyers. Sha et al. [556] pioneer this approach
by collecting a dataset and training classifiers to predict
prompt parameters—such as whether the prompt is direct,
role-based, or in-context. They then used a large language
model (LLM) to reconstruct the prompt. Similarly, Zhang et
al. [557] trained an LLM on output-prompt pairs to directly
infer the original prompt, while Yang et al. [558] lever-
aged generation differences to refine surrogate prompts.
However, recovering the original prompt solely from the
output is challenging. Out of this, Zheng et al. [628] propose
a timing-based side-channel method to infer the prompt
during inference.

6.1.2 Defensive Mechanisms in Deployment
In Subsubsection 6.1.1, we analyzed various attack scenarios
targeting individual LLM deployments. However, in real-
world applications, defense mechanisms are not designed
as isolated, one-to-one countermeasures against specific at-
tacks. Instead, they follow fundamental security principles
to establish a systematic defense framework, as illustrated
in Figure 9. This framework integrates multiple layers of
protection, ensuring resilience against a wide range of
adversarial threats while maintaining model usability and
efficiency.
Input Preprocessing Defenses Input preprocessing serves
as the first line of defense in LLM deployment, aiming to

Defensive Mechanisms in Deployment

User 

LLM
Owner

User 
Single LLM in
Deployment

Phase

User's
Input

System
Prompt

LLM Final
Output

Input
Preprocessing
Defenses

Output
Filtering
Mechanisms

Robust
Prompt
Engineering

Fig. 9: The overview of attacks in single LLM’s deployment
phase.

detect and neutralize adversarial inputs before they reach
the model.

➠ Attack Detection & Identification: Effective in-
put filtering [629, 630] begins with attack detection [631],
which identifies adversarial prompts through statisti-
cal [632], structural [633], or behavioral inconsistencies [634].
Gradient-based detection methods [635] leverage safety-
critical gradient analysis and loss landscape exploration to
uncover jailbreak prompts that manipulate LLM behavior.
These approaches identify adversarial inputs [636, 637]
by analyzing how small perturbations [638] affect model
outputs, detecting highly sensitive or misaligned gradi-
ents that indicate targeted attacks. Perplexity-based meth-
ods [632, 632] measure the probability distribution of input
sequences, flagging atypical or low-likelihood prompts as
potential adversarial inputs. These techniques are particu-
larly effective in detecting prompt injection and adversarial
perturbations, where crafted prompts deviate significantly
from natural language distributions.

Beyond individual heuristics, universal detection frame-
works [639] integrate multiple detection strategies to
counter diverse attack vectors, including prompt injec-
tion [640], backdoor manipulations [641], and adversarial
attacks [637]. These frameworks employ ensemble-based
filtering mechanisms, combining gradient analysis [642],
perplexity estimation [643], and syntactic evaluation for
generalized attack resilience.

➠ Semantic & Behavioral Analysis: Attack detection
alone is insufficient, as certain adversarial inputs may by-
pass traditional filtering mechanisms. Semantic [644] and
behavioral analysis enhance input preprocessing by evaluat-
ing linguistic intent and model alignment. Self-examination
techniques allow LLMs [645, 646] to assess whether they
are being manipulated, leveraging auxiliary reasoning steps
to detect deceptive prompts. Alignment-based verifica-
tion [647] ensures that the model’s responses remain consis-
tent with its safety objectives [330], identifying inputs that
subtly nudge the model toward policy violations or ethical
misalignment. Intention analysis [648, 649] further refines
input filtering by discerning subtle manipulations designed
to bypass explicit security checks. Unlike token-level detec-
tion, which flags overtly adversarial inputs, intention-aware
defenses analyze the semantic structure and purpose of the
input to preemptively reject jailbreak attempts.

➠ Adversarial Defense & Mitigation: When detection
and behavioral analysis fail to fully neutralize adversar-
ial inputs, robustness-enhancing techniques [647] mitigate
their effects by reducing model susceptibility to manipula-
tion [334, 650]. Semantic smoothing [651, 652] techniques
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introduce controlled randomness into LLM responses, re-
ducing the model’s sensitivity to adversarial perturbations
and preventing reliable jailbreak execution. By stabilizing
decision boundaries [653], these methods enhance resis-
tance against prompt manipulation strategies that exploit
response predictability.

Preemptive input transformations [654], such as back-
translation [655] or paraphrasing, modify incoming
queries [651] while preserving semantic intent, disrupting
adversarial structures embedded within malicious prompts.
Data augmentation [656] and adversarial training further
strengthen model robustness by exposing LLMs to adver-
sarial prompts during training, forcing them to learn invari-
ances that reduce their vulnerability to real-world attacks.
Output Filtering Mechanisms. Output filtering mecha-
nisms [212, 657] serve as a critical safeguard in LLM deploy-
ment, ensuring that generated responses comply with safety
constraints while preserving informativeness. Unlike input
preprocessing, which aims to prevent adversarial prompts
from reaching the model, output filtering mitigates harm-
ful content post-generation. Existing approaches primarily
follow three paradigms: rule-based constraints, generative
adversarial filtering, and toxicity detection.

Rule-based mechanisms [658] impose predefined con-
straints on model outputs, preventing the generation of
harmful, unethical, or undesired content. Programmable
guardrails [659] offer a structured framework where de-
velopers can enforce response filtering, topic restriction,
and ethical alignment. These methods often integrate re-
inforcement learning from human feedback [155] or rule-
based reward [660] modeling to refine output safety. While
effective at handling explicit violations, static rule-based
methods struggle with nuanced adversarial prompts and
subtle misalignments.

To address these limitations, generative adversarial fil-
tering [661] leverages self-critique [662, 663], ensemble
detection, and dynamic response evaluation [664]. Self-
rectification mechanisms [663, 665] enable LLMs to critique
their own outputs and refine responses through iterative
refinement. Additionally, ensemble-based [666] moderation
models aggregate predictions from multiple LLMs, improv-
ing robustness against circumvention techniques. Adaptive
filtering frameworks [667] employ perplexity-based assess-
ments and adversarial perturbation detection to flag re-
sponses deviating from expected linguistic patterns, enhanc-
ing their resilience against jailbreak attempts [668, 669] and
toxic content injection.

Toxicity detection [670, 671, 672] and content moder-
ation [673, 674, 675, 676] further reinforce output safety
by identifying and mitigating hate speech [677], misin-
formation, and other harmful content. Supervised fine-
tuning adapts LLMs to recognize undesirable patterns,
while classifier-based detection models [678] filter responses
in real-time. Some approaches introduce debiasing strate-
gies, such as controlled decoding [679, 680] and anti-expert
guidance [681], to suppress toxic outputs without sacrificing
response diversity. However, these methods face challenges
in balancing false positives and false negatives, particularly
in ambiguous or context-dependent cases.

The effectiveness of output filtering hinges on its ability
to balance strict control with linguistic flexibility, ensur-

ing that models remain both safe and practically useful.
A hybrid approach combining rule-based safeguards, self-
correcting mechanisms, and adaptive toxicity moderation is
essential to achieving robust and scalable LLM deployment.
Robust Prompt Engineering. Robust prompt engineering
aims to enhance LLM safety by designing input prompts
that resist adversarial manipulation [682], protect sensi-
tive data, and mitigate harmful outputs—all [683] without
modifying model parameters. These strategies act at the
interaction level, offering lightweight and model-agnostic
protection.

Recent efforts have introduced prompt optimization
techniques grounded in adversarial robustness, includ-
ing embedding-space manipulation and defensive objec-
tive alignment. Methods such as Robust Prompt Opti-
mization [684] and Prompt Adversarial Tuning gener-
ate transferable suffixes [668] or prefix [685] embeddings
to guide model behavior [686] under attack [687], ef-
fectively lowering jailbreak success rates while preserv-
ing task performance. Similarly, goal prioritization frame-
works [688] enforce inference-time objective consistency,
dynamically resolving conflict between user instructions
and safety constraints without requiring access to malicious
samples. Complementary to these strategies, patch-based
methods integrate interpretable suffixes or structured self-
reminders [689] into prompts, reducing the model’s sus-
ceptibility to coercive inputs through lightweight, modular
defenses.

Structural manipulation approaches [690] neutralize
adversarial intent through prompt rewriting. Spotlight-
ing [691] injects source-attribution signals to counter indirect
prompt injection, while inverse prompt engineering [692]
repurposes attack data to generate task-specific defensive
prompts under the principle of least privilege.

Privacy-preserving prompt [693] design introduces for-
mal guarantees through differential privacy. Approaches
like DP-Prompt [694] and stochastic gradient masking [695]
reduce information leakage from prompts without harming
performance. Desensitization and directional control of in-
context representations offer additional privacy protections
during prompt construction. Prompt engineering [579, 696]
also helps mitigate societal risks. Chain-of-thought prompt-
ing and guided templates reduce gender bias [697] in rea-
soning tasks, while prompt learning [698] improves toxicity
detection and generation control [699, 700], often surpassing
specialized models in efficiency and generalization.

Finally, systematic prompt optimization methods [701,
702] aim to generalize prompt robustness across tasks and
domains. Techniques like BATPrompt [703] and StraGo [704]
use adversarial simulation and strategic decomposition to
refine prompts iteratively, improving both resilience and
effectiveness under variable inputs.
System-level Security Controls. System-level defenses [705]
enhance LLM deployment by optimizing inference, enforc-
ing alignment, isolating untrusted inputs, and securing the
supply chain. Systems like Petals [706], Sarathi-Serve [707],
and DistServe [708] restructure computation to improve
throughput and latency, while TriForce [709], Medusa [710]
MagicDec [711] accelerate generation via speculative decod-
ing and structural compression. Parallel frameworks such as
DeepSpeed-FastGen [712] and SpecExec [713] further boost
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efficiency with minimal overhead.
Runtime alignment methods [714] adapt model behav-

ior through cross-model guidance or token-level reward
modeling. Systems such as SelfDefend [715] and Gradient
Cuff [716] detect unsafe generation by monitoring agree-
ment across models or loss landscapes, while Spotlight-
ing [691] inserts provenance signals to mitigate indirect
prompt injection.

Access isolation is achieved through policy enforce-
ment [717] and system wrappers [688]. At the supply level,
tools like MalHug [718] identify poisoned models, while
system audits reveal sandbox and plugin vulnerabilities,
highlighting the need for end-to-end secure deployment.

LLM-based guard models utilize lightweight LLMs like
Llama Guard [330], Aegis Guard [719, 720], WildGuard
[721], and ShieldGemma [722] to moderate both the input
and output of the victim LLMs. However, they are purely
classifiers. To solve this problem, the first reasoning-based
guard model named GuardReasoner [723] is proposed to
improve the performance, explainability, and generalization
ability via learning to reason. It brings new opportunities
for the safety of large-scale reasoning models [724].

6.1.3 Evaluation and Benchmarks in Deployment

To assess the reliability and safety of LLMs after deploy-
ment, evaluation efforts focus on several key dimensions
and risk types, as illustrated in Figure 10. These dimensions
guide the design of systematic benchmarks and metrics
tailored for real-world deployment settings.
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Fig. 10: The overview of evaluation and benchmarks in
single LLM’s deployment phase.

Robustness Evaluation. To systematically assess the relia-

TABLE 7: Summary of LLM robustness benchmarks at the
deployment stage.

Benchmark Adversarial Natural Jailbreak Toxicity
JailbreakBench [306] ✔ ✔ ✔
HarmBench [305] ✔ ✔ ✔
JAMBench [725] ✔ ✔
JailbreakEval [726] ✔ ✔ ✔
Latent Jailbreak [727] ✔ ✔
PromptRobust [728] ✔ ✔
SelfPrompt [729] ✔ ✔
Chen et al. [730] ✔ ✔ ✔ ✔
Chu et al. [731] ✔ ✔
AdvGLUE [732] ✔ ✔
AdvGLUE++ [333] ✔ ✔
NoiseLLM [733] ✔
NEO-BENCH [734] ✔
CompressionEval [735] ✔

bility of large language models (LLMs) after deployment,
we categorize robustness evaluation into two broad types:
adversarial robustness and natural robustness. Adversarial ro-
bustness focuses on evaluating how LLMs respond to ma-
licious or adversarial inputs, such as jailbreak prompts,
prompt injections, or red-teaming attacks. Natural robust-
ness, on the other hand, assesses LLM behavior under non-
malicious but realistic distribution shifts, including typos,
paraphrasing, novel word usage, or temporal drift. A sum-
mary of representative benchmarks categorized along these
4 dimensions is presented in Table 7.

➠ Adversarial Robustness: A range of benchmarks and
frameworks have been proposed for adversarial robustness.
JailbreakBench [306] provides a standardized evaluation
suite for jailbreak attacks, containing 100 misuse behav-
iors and an evolving repository of adversarial prompts.
HarmBench [305] proposes a comprehensive red-teaming
evaluation framework that includes 510 harmful behaviors
spanning diverse semantic and functional categories, sup-
porting both text-only and multimodal inputs across 33
LLMs. JAMBench [725] targets the evaluation of moderation
guardrails using 160 carefully constructed prompts across
four major risk categories and introduces a cipher-character-
based attack. JailbreakEval [726] offers a unified toolkit for
jailbreak assessment with string-matching, classifier-based,
and LLM-based evaluators. Latent Jailbreak [727] focuses
on detecting embedded malicious intent in seemingly be-
nign prompts and evaluates instruction-following robust-
ness using a hierarchical annotation scheme. PromptRo-
bust [728] benchmarks prompt-level robustness with charac-
ter, word, sentence, and semantic-level perturbations across
13 datasets and 8 NLP tasks. SelfPrompt [729] enables
autonomous robustness evaluation through knowledge-
guided prompt generation and LLM-based self-assessment.
Chu et al. [731] conduct a large-scale comparison of 17
jailbreak attacks on 8 LLMs and 160 forbidden prompts,
proposing a unified taxonomy and benchmarking various
defenses. Chen et al. [730] propose a multi-dimensional
framework assessing jailbreak reliability over 13 LLMs and
1,525 prompts, integrating metrics such as attack success
rate (ASR), toxicity, fluency, and grammatically. Zhang et
al. [736] propose a novel definition and benchmark for
LLM’s content moderation based on a sensitive-semantic
perspective.

➠ Natural Robustness: Several benchmarks focus on
evaluating LLMs under realistic but benign input pertur-
bations or distribution shifts. AdvGLUE [732] and Ad-
vGLUE++ [333] extend the original GLUE benchmark [737]
with semantically-preserving perturbations at logic, word,
and sentence levels. NoiseLLM [733] presents a unified
framework for evaluating slot-filling robustness under
character-, word-, and sentence-level noise, including typos
and paraphrases. NEO-BENCH [734] assesses robustness to
temporal drift by introducing neologisms into tasks such as
machine translation, classification, and question answering.
CompressionEval [735] provides a prompt-free evaluation
framework using lossless compression to assess generaliza-
tion and robustness, comparing LLM performance on con-
tent before and after the model’s knowledge cutoff. These
benchmarks offer complementary perspectives for assess-
ing LLM performance under both malicious and naturally
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occurring input variations.
Content Trustfulness and Fairness Evaluation. Beyond ro-

TABLE 8: Summary of content trustfulness and fairness
evaluation benchmarks for LLMs at deployment stage.

Benchmark Hallucination Factuality Toxicity Bias Discrimination
HaluEval [738] ✔ ✔
Med-HALT [739] ✔ ✔
ANAH [740] ✔ ✔
SelfCheckGPT [741] ✔ ✔
DoLa [742] ✔ ✔
Mundler et al. [743] ✔ ✔
Elaraby et al. [744] ✔ ✔
Ji et al. [745] ✔ ✔
Zhang et al. [746] ✔ ✔
Guo et al. [747] ✔ ✔
RTP-LX [748] ✔ ✔
ROBBIE [749] ✔ ✔ ✔
CEB [750] ✔ ✔ ✔

bustness, a key dimension of deployment-stage evaluation
concerns the trustfulness and fairness of LLM-generated con-
tent. This includes detecting and mitigating outputs that are
factually incorrect (hallucinations), misleading (low factual-
ity), harmful (toxic), or unfair (biased or discriminatory). We
categorize existing benchmarks into five axes: hallucination,
factuality, toxicity, bias, and discrimination, and summarize
representative works in Table 8.

Benchmarks in this space target either the accuracy of
generated content or its alignment with human values. For hallu-
cination and factuality evaluation, HaluEval [738] and Med-
HALT [739] provide reference-based hallucination annota-
tions in general and medical domains, respectively, while
ANAH [740] delivers fine-grained, human-annotated hal-
lucination labels with correction spans. SelfCheckGPT [741]
detects hallucinations via consistency checks across multiple
generations, and DoLa [742] proposes a decoding strategy
that contrasts internal layer activations to reduce factual
errors. Other works such as Mundler et al. [743], Elaraby et
al. [744], and Ji et al. [745] leverage taxonomic definitions or
internal model signals to quantify or predict hallucination
risk. Zhang et al. [746] introduce FEWL, a reference-free
evaluation framework that uses agreement across reference
LLMs to approximate hallucination likelihood.

In terms of toxicity detection, Guo et al. [747] show that
role-playing prompts (personas) can elicit toxic behavior
from ChatGPT, and RTP-LX [748] evaluates multilingual
LLMs in detecting culturally sensitive harm. Both studies
reveal that current LLMs remain vulnerable to subtle toxic
or culturally biased outputs, especially in low-resource lan-
guages or when confronted with indirect harm.

For evaluating social bias and discrimination, ROB-
BIE [749] benchmarks LLMs across 12 demographic axes
with template-based prompts and multiple toxicity and
regard metrics, covering gender, race, religion, and intersec-
tions thereof. CEB [750] proposes a compositional taxonomy
for fairness evaluation and introduces multiple new datasets
spanning stereotyping, toxicity, and classification bias, sup-
porting both direct and indirect evaluation modes.

These benchmarks collectively provide a multidimen-
sional view of content trustfulness and fairness, enabling the
systematic evaluation of LLMs beyond syntactic correctness
or surface fluency. As safety-critical deployment scenarios
become increasingly prevalent, such evaluation tools play a
central role in ensuring the responsible use of LLMs.
Data Privacy and Leakage Evaluation. Data privacy is

TABLE 9: Summary of privacy evaluation benchmarks for
LLMs at the deployment stage.

Benchmark PII MIA EIA Compliance
PrivLM-Bench [751] ✔ ✔ ✔
LLM-PBE [752] ✔ ✔ ✔
PrivAuditor [753] ✔ ✔
Rossi et al. [754] ✔ ✔
Whispered Tuning [755] ✔
ProPILE [103] ✔
PrivaCI-Bench [756] ✔ ✔
Commercial Audit [757] ✔ ✔
LessLeak-Bench [758] ✔
SecureSQL [759] ✔
DecodingTrust [333] ✔ ✔

a critical dimension in evaluating the trustworthiness of
LLMs at deployment. Table 9 summarizes representative
benchmarks that assess privacy risks along four axes: per-
sonally identifiable information (PII) leakage, membership
inference attacks (MIA), embedding inversion attacks (EIA),
and regulatory or contextual compliance.

PrivLM-Bench [751] and LLM-PBE [752] offer compre-
hensive multi-level evaluations spanning all three major
attack types. PrivAuditor [753] and Rossi et al. [754] focus
on adaptation-stage vulnerabilities across a variety of fine-
tuning techniques. Whispered Tuning [755] proposes a dif-
ferential privacy–based training scheme to reduce leakage,
while ProPILE [103] tests whether LLMs can reconstruct
sensitive information from prompts related to known users.

PrivaCI-Bench [756] and Commercial Audit [757] em-
phasize regulatory compliance, evaluating model behavior
against privacy expectations and legal frameworks such
as GDPR and the EU AI Act. SecureSQL [759] exam-
ines leakage in structured query generation, and LessLeak-
Bench [758] reveals code-specific leakage across software
engineering benchmarks. Finally, DecodingTrust [333] in-
cludes privacy as part of a broader trustworthiness suite,
auditing GPT models across multiple risk dimensions.

Together, these benchmarks provide a foundation for as-
sessing LLM privacy risks across diverse modalities, attack
surfaces, and deployment scenarios.
Multi-modal Safety Evaluations As multimodal large lan-
guage models (MLLMs) become increasingly integrated
into real-world applications, ensuring their safety under
diverse input conditions is essential. A growing number of
studies have proposed evaluation benchmarks and frame-
works to assess MLLM vulnerabilities across multiple di-
mensions [760, 761, 762, 763, 764, 765, 766, 767, 768, 769, 770,
771, 772, 773, 774, 775, 776, 777, 778, 779, 780, 781, 782].

Jailbreak evaluation has received significant attention,
with benchmarks such as MM-SafetyBench [760] and
Jailbreakv-28k [761] targeting harmful instruction-following
behaviors. MMJ-Bench [762] and Retention Score [763] fur-
ther extend jailbreak assessment to include visual robust-
ness and long-term safety retention. For hallucination, sev-
eral works diagnose MLLM failures arising from inconsis-
tencies between visual inputs and generated text, includ-
ing HallusionBench [764], POPE [765], and Bingo [766].
SIUO [767] complements this direction by evaluating cross-
modality consistency under seemingly benign inputs.

Robustness under adversarial visual corruption is as-
sessed in MVTamperBench [768] and B-AviBench [769],
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which introduce perturbed or misleading visual stimuli to
test model stability. Meanwhile, fairness and social bias
have been evaluated through VIVA [770], GenderBias-
VL [771], FACET [772], FairDeDup [773], CounterBias [774],
PAIRS [775], DeAR [776], and MMBias [777], covering
gender, racial, and intersectional dimensions using parallel
image sets, counterfactual probing, and real-world dataset
imbalances.

To unify these evaluation directions, several comprehen-
sive frameworks have emerged. MultiTrust [778] and SPA-
VL [779] aim to benchmark MLLMs across diverse safety
criteria, including robustness, fairness, and harmfulness. Q-
Eval-100K [780] complements these efforts by focusing on
visual generation quality and alignment under instruction-
following settings.

Collectively, these benchmarks highlight the unique
challenges posed by multimodal interactions and the grow-
ing need for holistic, scalable safety evaluations tailored to
MLLMs.

6.2 Single-agent Safety

In this section, we focus on security issues related to a
single agent. We first define an agent as an interactive
entity that uses an LLM as the core for reasoning, decision-
making, and reflection while integrating memory, tools,
and the environment as capability-enhancing components.
Beyond the deployment risks associated with the LLM core,
we introduce the security issues arising from these three
additional modules. Specifically, for tools (Section 6.2.2) and
memory (Section 6.2.3), we summarize existing work from
both attack (Section 6.2.4) and defense (Section 6.2.5) per-
spectives to identify technical paradigms. For the environ-
ment (Section 6.2.6), we explore unique security challenges
from the perspective of various agent-interaction settings.
We demonstrate an overview of agent safety in Figure 12.

6.2.1 Definition of Agent

LLM-driven agent refers to an AI system capable of op-
erating independently or with limited human oversight,
where a sophisticated language model [6, 783, 784, 785]
serves as the foundational intelligence for processing inputs,
executing tasks, and engaging in interactions. By leveraging
advanced natural language understanding and generation,
such agents [29, 786, 787, 788, 789] can analyze informa-
tion, resolve queries, and adapt to user or environmental
inputs [790, 791, 792]. To extend their functionality, they
frequently incorporate supplementary mechanisms—such
as data storage modules [23, 793, 794, 795], external software
interfaces [790, 796, 797], or strategic reasoning frameworks
[798]—allowing them to transcend basic text production.
This adaptability makes them valuable for diverse imple-
mentations, including interactive dialogue systems [799],
workflow optimization [800, 801, 802, 803], and complex
decision-making scenarios [804]. In this study, we focus on
deconstructing agent safety into three critical dimensions:
tool utilization, memory management, and environment-
specific security concerns. We demonstrate the components
and structures of agent systems in Figure 11.

6.2.2 Tool Safety

Some works enable LLM agents to learn how to use tools
by generating datasets and fine-tuning the model for API
usage [25, 805]. Specifically, tools can be implemented
in various forms, including but not limited to code-based
API functions (e.g., search engine [806] and calculator),
embodied intelligence like robotic arms [807], and more. A
tool serves as a bidirectional medium: on one hand, it allows
the agent to map internal decisions into actions within the
interactive environment; on the other hand, it also acts as a
means for the agent to collect information from the external
world. Given the pivotal role of tools in agent components,
the related security issues are worth exploring [74]. For
example, in the field of web security, Fang et al. [808, 809]
investigate how autonomous agents, when equipped with
appropriate tools, can independently compromise websites
and exploit one-day vulnerabilities in real-world systems
without human intervention. Next, we will summarize and
discuss existing research from attack perspectives and figure
out the lack of tool invocation defense in current research.
Attacks. Based on the target of the attack, safety-related
attacks involving tools can be categorized into Tool-aided
Attacks and Tool-targeted Attacks. The former refers to
attackers utilizing agents equipped with tools to execute
attacks that LLMs cannot independently assist with, such
as leveraging agents with web access and code execution
capabilities to facilitate cyberattacks. The latter involves
attackers targeting the tool invocation process itself, at-
tempting to manipulate or induce tool selection for mali-
cious purposes through various attack methods. However,
from the perspective of the technical stack of attacks, the
two can be unified. We have identified new applications
of traditional LLM attack methods in tool safety, as well
as novel attack paradigms that have emerged due to the
unique characteristics of tools.

Jailbreak. Similar to jailbreak methods in LLM safety,
agent jailbreak also bypasses the agent’s built-in safety
mechanisms through specific prompts to elicit malicious
responses. However, in the agent scenario, the malicious
behaviors it aims to induce are different. Specifically, Cheng
et al. [810] manually craft jailbreak prompts to extract per-
sonal information from the training data of code-generation
agents. In contrast, Fu et al. [811] and Imprompter [812]
both employ gradient-based optimization like GCG [260]
to automatically generate input prompts or images that
manipulate agents into leveraging tools for privacy breaches
in dialogues or executing harmful actions on user resources.

Injection. This type of attack can be summarized into
two forms of injection: Prompt Injection (similar to LLM
safety vulnerabilities) where malicious instructions are em-
bedded in input data, exploiting the difficulty LLMs face in
distinguishing between instructions and data. Another form
is Tool Injection where malicious tools are injected to enable
further exploitation, such as using the tool to execute ma-
licious actions. For example, BreakingAgents [813] utilizes
human-crafted prompt injections to execute malfunction
attacks, causing agents to engage in repetitive or irrelevant
actions, with additional exploration into the propagation of
such attacks within Multi-Agent Systems (MAS). ToolCom-
mander [814] is the second type. It proposes a two-stage
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Fig. 11: The overview of LLM-based single-agent and multi-agent systems.

attack strategy: first, injecting malicious tools to steal user
queries, and subsequently manipulating tool selection using
the stolen data, thereby achieving privacy theft and denial-
of-service attacks.

Backdoor. Backdoor attacks also find utility in the con-
text of agent safety, but unlike LLMs, LLM agents develop
diverse verbal reasoning traces through continuous environ-
mental interactions, broadening potential backdoor attack
vectors. Yang et al. [815] define two types of backdoor
attacks, targeting either the final returned results or the
intermediate processes of the attacking agent, and imple-
ment the above variations of agent backdoor attacks on
two typical agent tasks, including web shopping and tool
utilization. Furthermore, DemonAgent [816] decomposes a
backdoor into multiple sub-backdoor fragments to poison
the agent’s tools. Beyond intentional guidance, studies such
as BadAgent [817] highlight that backdoor attacks can in-
advertently prompt agents to misuse tools for malicious
purposes.

Manipulation. This type of attack refers to directly or
indirectly manipulating or altering the tool’s returned con-
tent to leak sensitive information or carry out malicious
actions. AUTOCMD [818] employs a separate LLM, trained
on tool-calling datasets and fine-tuned with target-specific
examples, to generate and replicate legitimate commands
for extracting sensitive information from tools. Meanwhile,
Zhao et al. [819] manipulate third-party API outputs by
injecting malicious content or omitting critical information,
ultimately causing erroneous or biased system behaviors.
Defenses. Compared to attacks on agent tools, defense
mechanisms for secure tool invocation have been less stud-
ied. Specifically, AgentGuard [820] employs LLM orches-
trators to automatically detect unsafe tool-use workflows
and produce safety constraints for secure tool utilization.
PrivacyAsst [821] proposes an encryption-based solution
by integrating an encryption scheme into the tool using
LLM agents to safeguard user privacy and align them

with computational security standards. In addition, some
works enhance the security of agent systems by leveraging
tool invocation, GuardAgent [822] pioneers an approach to
verify target agents’ trustworthiness by executing guardrail
code through API calls during task plan implementation.

6.2.3 Memory Safety
The memory mechanism in LLM agents enables them to re-
tain historical behaviors, thereby enhancing future decision-
making capabilities. Typically, agent memory can be catego-
rized into long-term and short-term memory systems. The
long-term memory module commonly employs Retrieval-
Augmented Generation (RAG) [823, 824] technology to fa-
cilitate precise information retrieval, while the short-term
memory stores real-time data to support immediate con-
versational contexts and task execution. While these mem-
ory modules significantly improve agent functionality, they
simultaneously introduce potential security vulnerabilities,
making the system susceptible to malicious attacks.

6.2.4 Attack
Follow the trustworthy issues in [74], we categorize attacks
related to memory into three types: Memory Poisoning,
Privacy Leakage, and Memory Misuse.

(I) Memory Poisoning refers to adversarial attacks
where malicious data is injected into an agent’s long-
term memory [313, 825, 826, 827, 828, 829]. When the
agent retrieves and utilizes such corrupted memory, it
may produce erroneous outputs, misleading responses, or
even hazardous actions. For example, PoisonedRAG frame-
work [827] employs a dual optimization approach, simul-
taneously manipulating both the retrieval and generation
pipelines to systematically poison the agent’s memory sys-
tem. AgentPoison [826] introduces an advanced backdoor
attack methodology that optimizes trigger patterns and
seamlessly integrates them into query formulations, signifi-
cantly elevating the likelihood of malicious sample retrieval
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while maintaining stealth. (II) Privacy Leakage occurs when
attackers exploit the interface between an agent and its long-
term memory to extract stored sensitive data [520, 605, 607,
830, 831]. Such breaches may expose user information to
malicious third parties, posing significant real-world risks.
(II) Memory Misuse refers to the deliberate construction of
multi-turn query sequences that systematically circumvent
safety protocols by exploiting the retention properties of
agent short-term memory [752, 832, 833, 834, 835, 836]. This
attack vector enables progressive erosion of defensive mea-
sures through iterative interaction patterns.

6.2.5 Defense
To counter these attacks, various defense approaches have
been developed to enhance the robustness of memory
systems [520, 835, 837, 838, 839]. (I) Detection Detection
mechanisms primarily focus on identifying and eliminating
malicious content retrieved from long-term memory sys-
tems [835, 838, 839? ]. (II) Prompt Modification involves
strategically rewriting user queries before processing by the
agent to enhance response safety [520, 835]. (III) Output In-
tervention involves real-time monitoring and modification
of agent responses prior to delivery to ensure safety and
accuracy [825, 840].

6.2.6 Environment Safety
Agents operate within dynamic and heterogeneous envi-
ronments, spanning physical and digital domains [841, 842,
843]. Their interaction with these environments is a multi-
step process [844, 845]. First, agents engage in perception,
gathering data from sources like sensors in a physical setup
or digital platforms [806]. This perceived data is then ana-
lyzed using various algorithms and reasoning mechanisms
to identify patterns and potential actions [846]. Based on this
analysis, agents take action, which can either directly influ-
ence the environment, like an autonomous vehicle making

a lane change [847], or modify their own internal state, such
as a software agent updating its knowledge base [848].

However, this interaction is plagued by trustworthiness
challenges. There are security risks in every process of
interaction with the environment [849]. Agent roles and
environmental constraints contribute to risks such as au-
tonomous driving errors [850] and network disruptions
[806, 851]. Given the diverse dynamic scenarios and related
issues [849, 852, 853], the existing solutions are fragmented
and lack a systematic framework. Thus, we will explore
trustworthiness and security aspects by categorizing rele-
vant papers according to whether they focus on ensuring
safety in the perception, analysis, or action phase of the
agent-environment interaction, as illustrated in Figure 10.

Perception. The perception phase serves as the foundational
layer of agent-environment interaction, where agents ac-
quire raw data to interpret their surroundings. However,
this phase is inherently vulnerable to risks such as data
poisoning, environmental noise, and biased observations.
Hudson [841] converts real-time sensory inputs into natu-
ral language representations augmented with security val-
idation protocols, employing causal analysis techniques to
improve reliability during adversarial perception scenarios.
ChatScene [847] develops safety-oriented simulation envi-
ronments for autonomous systems by converting linguistic
commands into executable code compatible with CARLA’s
simulation architecture. Chen et al. [854] systematically cat-
egorize perceptual vulnerabilities in financial AI systems,
identifying three primary risk categories: synthetic data
generation errors, temporal inconsistency challenges, and
susceptibility to engineered input manipulations.

Reasoning. The reasoning phase transforms raw perceptual
data into actionable insights through decision-making mod-
els, and knowledge-based inference. This stage is critical to
ensure agents act appropriately in dynamic environments,



JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 29

Fig. 13: The overview of agent and environment
interactions.

but introduces unique trustworthiness challenges. Yang et
al. [846] develop a temporal safety verification framework
using formal logic systems, implementing dual mechanisms
for auditing the compliance of safety protocols and filtration
of hazardous decisions to meet the requirements of indus-
trial robotics. Agents4PLC [855] establishes an industrial
control programming framework that combines automated
code synthesis with formal verification processes, integrat-
ing RAG [235] and COT [343] to ensure operational integrity.
Xiang et al. [822] propose medical AI systems that employ
semantic reasoning engines for confidential data protection.
Park et al. [845] demonstrate improved threat detection ca-
pabilities through simulated organizational communication
patterns in anomaly identification systems.
Action. The action phase represents the culmination of
agent-environment interaction, where agents execute de-
cisions to influence their surroundings or update internal
states. Trustworthiness at this stage hinges on ensuring that
actions are safe, precise, and aligned with intended objec-
tives. Fang et al. [851] reveal the capacity of autonomous
systems to exploit digital infrastructure weaknesses through
adaptive penetration testing, prompting the development
of specialized evaluation frameworks for web agents. Fur-
thermore, researchers develop frameworks to evaluate the
truthfulness of web agents. Polaris [856] implements dis-
tributed AI architectures to enhance fault tolerance and
response accuracy of healthcare interaction systems. La et
al. [857] employ linguistic evolution models to simulate
adaptive content generation patterns that circumvent auto-
mated moderation systems, providing insights for regula-
tory mechanism improvements.

6.3 Multi-agent Safety

In the previous section, we explored security issues in a
single agent setting and this section expands the discussion
to multi-agent systems (MAS) [58, 71, 858, 859, 860, 861].
Since a single agent has limited problem-solving capabilities
and a relatively narrow perspective, it struggles to conduct
a comprehensive analysis of complex problems. In contrast,
in MAS, agents can interact through various mechanisms,
such as cooperation, competition, and debate, enabling them
to solve complex problems more efficiently and effectively
[862]. However, these interactions also introduce more com-
plex and diverse security challenges [863]. Consequently,
compared to single-agent systems, MASs face more severe

and intricate security risks [864]. Similarly, we summarize
and discuss existing research from both attack and defense
perspectives.

6.3.1 Attack
In MAS, security threats primarily stem from the propa-
gation of harmful information, hallucinations, and biases
through agent interactions, as well as the coordinated plan-
ning and optimization of attacks to target security agents
within the system. These threats can arise spontaneously
through the unintended amplification of misinformation or
be deliberately orchestrated by malicious agents. Attack
strategies in MAS often integrate multiple traditional tech-
niques, such as prompt injection, jailbreak, and adversarial
attacks, while also exploiting emergent properties of agent
communication and collaboration. This multi-faceted nature
makes MAS attacks more covert, adaptive, and challenging
to detect and mitigate. Moreover, the dynamic and au-
tonomous nature of agents allows adversaries to refine their
attacks in real-time, further complicating defense mecha-
nisms. Below, we summarize the key research related to
these threats.

Transmissive Attack. It spreads within the MAS like
a virus, propagating dangerous and harmful information,
including covert malicious content, continuously attacking
and compromising the agents in the system. Agent Smith
[829] uses adversarial attack techniques, harmful images are
generated—appearing benign on the surface but embedding
malicious information. These images propagate within the
MAS, causing agents to be compromised and posing sig-
nificant security risks. CORBA [865] introduces Contagious
Recursive Blocking Attacks, which exhibit transmissibility
across any topological network and can continuously drain
computational resources. Lee et al. [600] introduce Prompt
Infection in MAS, including data theft, scams, misinforma-
tion, and system-wide disruption, which spreads silently.
Similarly, Tan et al. [866] use multimodal malicious prompts
to infect other secure agents, compromising their security.

Interference Attack. This attack focuses on how it inter-
feres with and disrupts interactions within the MAS, em-
phasizing communication disruption and misinformation,
which affect information transmission within the MAS and
lead to a decline in its defensive capability. NetSafe [867]
conducts extensive experiments, analyzing and revealing
their structural dependencies and adversarial impacts. At
the same time, Huang et al. [868] study how the resilience
of MAS varies between different downstream tasks, system
structures, and error types; Agent-in-the-Middle [869] ma-
nipulates and intercepts information in agent interactions
through intermediary agents, disrupting the communica-
tion mechanism. The experiment validates the harm caused
by the interruption of interactions by intermediary agents
through a comparison of MAS with different topological
structures.

Strategic Attack. Strategic attack involves collaboration
between agents and strategic optimization of attack meth-
ods, aiming to emphasize the cooperation and long-term
impact of the attack, making it increasingly dangerous
and more destructive. Evil Geniuses [870] modifies system
roles, where these roles collaborate to generate malicious
prompts. By simulating adversarial attacks and defenses,
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they optimize and evaluate each round of attack behavior,
making the attacks increasingly dangerous to target other
agents. Amayuelas et al. [871] use adversarial attack tech-
niques to enable harmful agents in the multi-agent system
to collaborate in debates to persuade other secure agents.
These malicious agents may exploit superior knowledge,
larger model sizes, or greater persuasion power to gain
an unfair advantage. Ju et al. [872] form a multi-agent
community using a two-stage attack method: persuasive
injection and knowledge manipulation injection, to induce
agents to spread counterfactual and harmful knowledge.

6.3.2 Defense
In response to the various attack methods mentioned above
in multi-agent systems, many effective defense strategies
have emerged that can be applied to MAS. Currently, many
studies focus on forming agent groups to collaborate in
joint defense and designing specific defense mechanisms,
such as multi-round or multi-layer checks and filtering, to
ensure the safety of the responses output by the MAS. Al-
ternatively, defense can be achieved by identifying harmful
agents through the propagation of malicious information
and eliminating malicious sources.

Adversarial Defense. This type of defense focuses on
attack-defense confrontation, leveraging this adversarial
mechanism to develop more effective defense methods or
mechanisms to enhance the security of the MAS. LLAMOS
[873] employs adversarial defense techniques, where de-
fensive agents and attacking agents engage in counter-
interactions, with neither fully defeating the other, thereby
enhancing the robustness of the defense and improving
the MAS’s overall defensive capability. AutoDefense [874]
proposes that agents collaborate to complete defense tasks
through adversarial prompt filtering, primarily focusing on
filtering harmful prompt information from LLMs. In addi-
tion to using adversarial techniques for defense, defense can
also be achieved by forming a multi-agent group to engage
in debates.

Consensus Defense. To better leverage the advantages
of MAS, Consensus Defense utilizes agent collaboration and
consensus building for defense, employing voting, debates,
and evidence-based reasoning mechanisms to establish a
defense system and enhance the security of the MAS. Chern
et al. [875] propose that toxicity can be reduced through
multi-agent debates, and the widespread use of multi-agent
interactions can lead to marginal improvements. Similarly,
BlockAgent [876] proposes a Proof-of-Thought consensus
mechanism that combines stake-based miner designation
with multi-round debate-style voting, enabling BlockAgents
to facilitate multi-agent collaboration through a structured
workflow. Audit-LLM [877] proposes a pair-wise Evidence-
based Multi-agent Debate mechanism, designed to defend
against hallucinations by forming a MAS to detect internal
threats. This approach is divided into three components:
task decomposition, tool construction, and the final exe-
cution of the MAS, ultimately reaching consensus through
reasoning.

Structural Defense. Structural Defense treats the MAS
as a network structure for planning defense methods, using
graph analysis techniques to detect anomalies and resist
attacks while incorporating knowledge from other domains

to enrich defense strategies in MAS. G-Safeguard [878]
compares agents in MAS with various topological structures
to nodes in a graph, using Graph Neural Networks (GNN)
[879, 880] to detect anomalies in the agents’ dialogue graphs
and counter adversarial attacks and misinformation within
the MAS.

6.4 Agent Communication Safety
As Large Language Model (LLM)-based Agents evolve from
isolated entities into interconnected MAS, the mechanisms
governing communication between Agents, and their in-
teractions with external environments and tools, have be-
come increasingly critical. Agents exchange information and
collaborate through message passing, tool invocation, and
environmental interactions; these mechanisms, while essen-
tial to system functionality, also expose significant attack
surfaces. Early methods [881, 882, 883, 884, 885, 886, 887] of
Agent interaction often relied on ad-hoc approaches, such
as shared memory [888],API calls [889] or unstructured
function calls [890], leading to fragmented systems lacking
unified security considerations. To address this challenge
and enhance interoperability, standardized communication
protocols have emerged. Examples include Anthropic’s
Model Context Protocol (MCP) [891] for Agent-tool inter-
actions, Google’s Agent2Agent (A2A) [892] for enterprise-
level Agent collaboration, and the Agent Network Protocol
(ANP) [893] for open network interoperability, along with
other commonly used protocols [894, 895, 896, 897, 898,
899, 900, 901, 902, 903, 904],However, the open design
and dynamic nature of these communication mechanisms,
coupled with the autonomy of the Agent, has exposed new
vulnerabilities while enhancing functionality.

6.4.1 Attack
The interconnected nature of MAS, facilitated by numer-
ous communication channels, creates a multifaceted attack
surface. While individual Large Language Models (LLMs)
possess inherent vulnerabilities, the interactions and com-
munications among Agents introduce novel threats that
exploit the system’s collaborative dynamics. These threats
target various components, including communication chan-
nels, content interpretation, and underlying protocols, with
examples such as Shadowing Attacks, Naming Attacks,
Context Poisoning, and Rug Pulls.
Attacks Communication Channels. These attacks directly
disrupt the transmission and routing of messages in the
system, affecting both inter-Agent communications and in-
teractions with external endpoints. For instance, Agent-
in-the-Middle (AiTM) attacks [869] specifically target the
core communication mechanisms of LLM-MAS. By inter-
cepting and manipulating messages between Agents, these
attacks can cause Agents to perform unintended actions,
thereby compromising the entire system. Such attacks un-
derscore the critical security vulnerabilities arising from the
communication-dependent nature of Agent collaboration.
Furthermore, attacks targeting communication channels and
transmission processes, such as communication perturba-
tion [905], involve adversaries injecting noise into messages
in transit [906] or masquerading as legitimate sources [907],
thereby compromising both the efficiency and security of
Agent collaboration.
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Attacks Content. These attacks target the content of mes-
sages themselves, leveraging the mechanisms by which
Agents process and interpret received information. For
example, Prompt Injection involves embedding malicious
instructions into data or content that Agents retrieve or
receive through communication channels, thereby manip-
ulating the Agent’s behavior or decision-making processes.
This technique is discussed in several works, such as [600]
and [543]. Additionally, [908] explores indirect Prompt In-
jection within tool-based scenarios, highlighting the varied
strategies employed in complex environments.
Attacks Exploiting Multi-Agent Dynamics. These attacks
leverage the interconnected structure, interaction patterns,
or collective behavior of communication-driven Multi-
Agent Systems (MAS) to amplify their impact or achieve
strategic objectives. Contagious attacks (propagation) initi-
ate malicious behavior on a single agent and spread it across
the entire network via inter-agent communication [829, 865].
Additionally, malicious agents can coordinate through col-
lective communication to achieve harmful goals, such as
replicating malicious instructions across the network by
sending replication code or commands, thereby leading to
the sharing of legitimate communication keys or identity
information with other malicious entities [909].

6.4.2 Defense
To tackle threats to Agent communication, research pro-
poses a multi-layered defense strategy addressing key
points across the communication pipeline, from infras-
tructure to Agent-level processing. These defenses aim to
prevent, detect, or mitigate attacks on channels, content,
infrastructure, dynamics, and environmental factors. The
strategies integrate into infrastructure and protocol design,
individual Agents’ message processing, and the collabora-
tive and learning mechanisms of the MAS.
Protocol Defenses. Protecting the foundation of Agent com-
munication. This includes adopting standardized protocols
with built-in security features (encryption, integrity checks,
authentication) To counter Agent communication threats,
research proposes multi-layered defense strategies targeting
different points in the communication pipeline, from the un-
derlying infrastructure to Agent-level message processing.
Effective defenses aim to prevent, detect, or mitigate attacks
on communication channels, content, infrastructure, such as
MCP [891], A2A [892], ANP [893] standards. Establishing
managed registries and identity systems for Agent and
Tool/Service registration and identity management. Enforc-
ing strong Agent identity verification and access control
policies, including JIT credential provisioning. Implement-
ing mechanisms to enforce communication dynamics, and
environmental impacts.
Content Defense. These defenses operate at the agent
level, focusing on how agents process received messages
and content. This includes input modification and filtering,
which preprocess incoming content to neutralize adversarial
elements. Agents also employ active defense mechanisms,
such as reliability estimation, to assess the trustworthiness
of messages based on local context, thereby mitigating the
impact of untrusted information. For example, [910] pro-
posed an active defense strategy that utilizes a reliability
estimator to judge the credibility of received messages and

employs a decomposable message aggregation policy net-
work to reduce the influence of unreliable messages on the
final decision.

6.5 Agent Safety Evaluation

Currently, there is already a substantial body of work eval-
uating the performance of LLM-based agent systems on
different tasks [911, 912, 913, 914, 915]. In this section, we
focus on benchmarks designed to assess the security of
agents. Broadly speaking, these benchmarks include those
that construct datasets and those that use other agents to
set up sandbox environments for evaluation, each with dis-
tinct assessment priorities and specific scenarios for agent
security [314, 916, 917, 918, 919].

TABLE 10: Benchmarks for agent safety.

Benchmark Dynamic LLM as
Evaluator Evaluation Focus

InjectAgent [920] ✗ ✓ Prompt Injection
AgentDojo [849] ✓ ✗ Prompt Injection
AgentBackdoorEval [816] ✓ ✓ Backdoor
RiskAwareBench [921] ✗ ✓ Embodied Agent
RedCode [916] ✓ ✗ Coding Agent
S-Eval [917] ✓ ✓ General
Bells [918] ✓ ✓ General
AgentSafetyBench [922] ✓ ✓ General
AgentSecurityBench [? ] ✗ ✓ General
AgentHarm [923] ✗ ✓ General
R-Judge [314] ✗ ✗ General
ToolSowrd [924] ✗ ✓ Tool
PrivacyLens [919] ✓ ✓ Privacy
ToolEmu [925] ✓ ✓ Tool
HAIEcosystem [926] ✓ ✓ General
SafeAgentBench [927] ✓ ✓ General
JailJudge [928] ✗ ✓ Jailbreak

6.5.1 Attack-Specific Benchmarks

This type of benchmark focuses on testing the security of
an agent when facing specific types of attacks, such as
Prompt Injection [600, 929], Backdoor [817, 930, 931], and
Jailbreak [874, 932]. Specifically, InjectAgent [920] evalu-
ates LLM agents’ vulnerability to indirect prompt injection
attacks, measuring behavior safety when tool-integrated
agents process malicious instructions embedded in external
content, with hacking prompts as an enhancement. A sim-
ilar work is AgentDojo [849], a dynamic, extensible evalu-
ation framework for assessing prompt injection attacks and
defenses in LLM agents by simulating realistic tasks (e.g.,
email management, banking) with stateful environments
and multi-tool interactions under adversarial conditions. As
for backdoor attacks, AgentBackdoorEval [816] includes five
real-world domains (including Banking-Finance, Medical,
and Social Media) with automatically generated prompts,
simulated tools, and tailored backdoor triggers to assess
attack stealth and effectiveness. Besides, JailJudge [928] in-
troduces a comprehensive jailbreak evaluation benchmark
featuring a voting JailJudge MultiAgent, a comprehensive
JailJudgeTrain dataset, and a trained Jailjudge Guard.

6.5.2 Module-Specific Benchmarks

Currently, these benchmarks for evaluating the security of a
specific module in an agent focus on the invocation of tools
[933, 934, 935, 936]. For example, ToolSowrd [924] evaluates
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LLM safety in tool learning across three stages (input, exe-
cution, output) by designing six adversarial scenarios (e.g.,
malicious queries, noisy tool misdirection, harmful feed-
back). ToolEmu [925] employs an LM-emulated sandbox to
simulate diverse high-stakes tool executions and scenarios,
leveraging GPT-4 for both tool emulation and automatic
safety/helpfulness evaluations.

6.5.3 General Benchmarks

In addition to the previously mentioned benchmarks that
focus on a specific aspect of agent security, some efforts
have developed more comprehensive and holistic evalu-
ation frameworks, taking into account diverse scenarios,
different agents, and various offensive and defensive tech-
niques. For instance, AgentSafetyBench [922] assesses LLM
agent safety through 2,000 test cases across 349 interac-
tive environments, covering 8 risk categories (e.g., data
leaks, physical harm) and 10 failure modes (e.g., incorrect
tool calls, risk unawareness), with automated scoring via
a fine-tuned model. Similarly, AgentSecurityBench [? ] is
a comprehensive framework that formalizes and evaluates
attacks (e.g., Direct/Indirect Prompt Injection, Memory Poi-
soning) and defenses across 10 scenarios, 10 agents, and
13 LLM backbones, using 7 evaluation metrics. SafeAgent-
Bench [927] evaluates embodied LLM agents’ safety aware-
ness with 750 diverse tasks (detailed, abstract, long-horizon)
in SafeAgentEnv simulation environment, leveraging GPT-
4 for task generation and dual evaluators (execution-
based and semantic). HAIEcosystem [926] evaluates safety
through multi-turn interactions between human users (be-
nign/malicious) and AI agents across 132 scenarios, using
modular sandbox environment and LLM-based dynamic
risk measurement. AgentHarm [923] tests agent robustness
by evaluating compliance with 110 explicitly malicious
multi-step tasks across 11 harm categories, using synthetic
tools and fine-grained grading rubrics. Different form pre-
vious benchmarks, RiskAwareBench [921] focuses on em-
bodied agents, evaluating physical risk awareness via four
modules: safety tip generation, risky scene generation, plan
generation, and automated evaluation.

6.5.4 LLM Deployment Roadmap

In the deployment of LLMs under frozen parameters, the
security landscape has evolved through a tightly coupled
dynamic among attacks, defenses, and evaluation mecha-
nisms.

Initially, black-box attacks leveraged the generative ca-
pabilities of LLMs themselves to optimize adversarial
prompts, often without precise alignment to the decision
boundaries. In contrast, gradient-guided white-box meth-
ods offer greater control but face inherent limitations due
to the discrete nature of token spaces resulting in prompts
with weakened semantic fidelity. These attack trends have
catalyzed the emergence of prompt-level defense strate-
gies. To counter black-box attacks, recent defenses adopt
prompt shaping and system-level constraints to guide and
restrict the model’s response behavior. For gradient-based
attacks, defenses typically apply perplexity-based detection
and semantic consistency checks to identify suspicious or
adversarial outputs.

The growing sophistication of defenses reshaped the
requirements for evaluation. Static, one-shot rejection mech-
anisms have proven insufficient in multi-task and multi-
modal deployments, prompting the development of dy-
namic strategies such as response rewriting, hierarchical
permission control, and consensus-based filtering across
multiple models. These strategies demand richer evaluation
protocols beyond single metric assessments, shifting toward
behavior metrics that capture cross-input consistency, risk
under specific task conditions, and adaptability to strategy
switching.

As the attack–defense interaction intensifies, the evalua-
tion itself has become a critical driver of system evolution.
Recent frameworks have introduced automated red teaming
pipelines, enabling a closed-loop process where jailbreak
samples are continually generated, tested against deployed
defenses, and fed back to guide both adversarial strategies
and defense refinement. This has laid the groundwork for a
new paradigm in LLM security research: one where attack,
defense, and evaluation are no longer treated in isolation
but co-evolve as an interdependent, self-reinforcing system.

6.5.5 LLM Deployment Perspective
(1) Attack strategies will become more structured and
semantically aligned. (i) Black-box attacks may evolve
through agent-based optimization, enabling sentence-level
jailbreaks with clearer intent and higher success rates. (ii) To
overcome the limitations of token-level gradient attacks, fu-
ture work may focus on generating semantically consistent
adversarial prompts that are less detectable by perplexity-
based defenses. (iii) Open-source models will serve as sur-
rogates for closed models, allowing attackers to replicate
decision boundaries before launching white-box attacks.
(iv) Variants from fine-tuning pipelines may leak private
information through cross-model comparison, introducing
version-aware privacy risks.

(2) Defenses will shift toward adaptive and transfer-
able mechanisms. (i) Prompt-based defenses will evolve
into context-aware controllers that adjust behavior based on
input semantics and task context. (ii) Generalizable defenses
that work across domains and languages will be critical
for scalable deployment. (iii) Future systems may support
online updates, enabling continuous refinement in response
to new threats.

(3) Evaluation will act as both a diagnostic and driv-
ing force. (i) Benchmarks must expand beyond text to
cover multimodal inputs and tool-based actions. (ii) Multi-
objective evaluation will replace single-metric scoring, bal-
ancing safety and utility through trade-off analysis. (iii)
Static test sets will give way to adaptive, streaming bench-
marks that evolve with attack trends. (iv) Automated red
teaming will close the loop, enabling real-time attack gener-
ation, evaluation, and defense adjustment.

6.5.6 Agent Roadmap
Agent. The evolution of LLM-based agents originated from
role-playing paradigms [801, 937, 938, 939], where re-
searchers investigated organizational structures, role alloca-
tion mechanisms, and implementation workflows for task-
oriented agents in various social contexts. These systematic
explorations not only demonstrated agents’ potential in
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addressing human societal challenges but also spawned
interdisciplinary research programs spanning sociology, or-
ganizational theory, and psychology. As the field advanced,
research focus shifted toward automated agent workflows
[795, 860, 940, 941], domain-specific methods for embodied
intelligence, and the development of agent capabilities in
tool utilization and memory management. Through this pro-
gression, agent systems have emerged as a transformative
paradigm for automating human social processes, gaining
significant recognition as a viable solution for complex
societal automation.

The rapid advancement of agent capabilities and archi-
tectures has brought safety concerns to the forefront of aca-
demic and industrial research. These challenges span mul-
tiple critical dimensions: tool safety, memory security, and
the agent’s fundamental operational integrity. Inheriting
both the capabilities and vulnerabilities of their underlying
LLM foundations, agents intrinsically carry these “genetic”
weaknesses into more complex operational environments.
This inheritance makes safety vulnerabilities particularly
acute in agent systems, especially when handling sensitive
real-world applications involving personal privacy and fi-
nancial assets. The development of agent technologies has
thus become inextricably linked with safety considerations.
Recent years (∼2023- until now) have witnessed accelerated
research in agent safety, focusing on four key frontiers:

• Agent Brain Security: The core decision-making mech-
anisms.

• Tool Invocation Safety: Secure external API and tool
usage.

• Memory Retrieval Protection: Robustness against mem-
ory poisoning.

• Communication Protocol Security: Safe multi-agent in-
teractions.

Emerging work has also begun addressing safety chal-
lenges in embodied agent scenarios, marking an important
expansion of the research domain.

6.5.7 Perspective

We outline potential future research directions for agent
systems and analyze their developmental trajectory:

(1) Safety of External Agent Modules. Unlike stan-
dalone LLMs, agents interact with external modules (e.g.,
tools, memory), which are exposed to open environments
and thus more vulnerable to attacks. Key research chal-
lenges include: (i) Tool Safety: Secure tool invocation and
API usage to prevent adversarial exploitation. (ii) Mem-
ory Protection: Robustness against memory poisoning and
unauthorized access, to name just a few. These external
interfaces introduce unique attack surfaces, making their
security a critical research priority.

(2) Stability and Reliability of Dynamically Updated
Agents via Reinforcement Learning: As reinforcement
learning (RL) [35, 942, 943] techniques become increasingly
integrated with LLM-based agents, these systems are being
deployed in more complex and dynamic environments.
While this integration enhances agents’ adaptability and
intelligence, it also introduces significant risks: (i) Emergent
Threats: Advanced RL capabilities may inadvertently enable
agents to learn and propagate harmful behaviors or danger-

ous information. (ii) Dynamic Vulnerability: Continuous on-
line learning increases exposure to adversarial perturbations
or reward hacking.

Critical Research Directions: (i) Safe RL Frameworks:
Developing constrained optimization methods to bound
agent behavior within ethical and operational guardrails.
(ii) Stability-Aware Updates: Designing update protocols
that balance adaptability with robustness (e.g., catastrophic
forgetting mitigation). (iii) Anomaly Detection: Real-time
monitoring of learning trajectories to identify and neutralize
hazardous knowledge acquisition.

(3) Safety of Embodied Agents in Domain-Specific
Scenarios: As autonomous agents become increasingly de-
ployed across specialized domains, their safety considera-
tions must account for unique domain-specific vulnerabili-
ties. We list some key challenges as follows:

• Web Agents:
– HTML/JS injection risks during automated browsing
– Secure sandboxing requirements for DOM manipula-

tion
– Cross-site scripting (XSS) vulnerabilities in auto-

mated form-filling
• Communication Agents:

– Protocol-level attacks (e.g., SIP flooding, WebRTC
exploits)

– End-to-end encryption requirements for sensitive di-
alogues

– Authentication bypass in voice-based agents
• Robotics Control Agents:

– Physical safety constraints in actuator commands
– Real-time collision avoidance verification
– Emergency stop mechanism reliability

• Healthcare Agents:
– Medical decision audit trail requirements
– Drug interaction verification systems

7 SAFETY IN LLM-BASED APPLICATION

In this section, we focus on the security considerations that
should be addressed following the commercialization of
LLMs into practical applications. With the rapid develop-
ment of LLMs in fields such as content creation, intelligent
interaction, automated programming, medical diagnosis,
and financial analysis, LLM-based applications are reshap-
ing industry workflows and business models [944]. How-
ever, while LLMs significantly enhance productivity and
facilitate human-machine collaboration, their large-scale de-
ployment has also introduced severe security challenges
[66]. Ensuring the security, reliability, and compliance of
LLM-based applications has become a critical issue in AI
research and real-world implementation.

Truthfulness. Despite their powerful text generation
capabilities, LLMs exhibit hallucination phenomena, gen-
erating inaccurate, misleading, or entirely fictitious content
[945, 946, 947, 948, 949]. Unlike traditional errors, halluci-
nations are often subtle and linguistically plausible, making
them especially dangerous in real-world applications. This
challenge is exacerbated in high-stakes domains such as
healthcare, law, and finance, where misleading AI-generated
information can directly affect human safety and economic
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Fig. 14: We illustrate the diverse applications of AI in enterprise productivity, content generation, programming,
healthcare, finance, customer support, education, and cyber-security. We also highlight critical issues related to

truthfulness and privacy, including data leakage, security threats, property rights, fairness, and regulatory compliance,
underscoring the need for robust safeguards in AI deployment

stability. For example, an LLM-powered clinical assistant
may suggest nonexistent diseases or cite unverified treat-
ments, posing risks to patients [739, 950], while financial
advisors powered by LLMs might generate persuasive but
flawed market forecasts, leading to significant capital misal-
location or systemic financial vulnerabilities [951]. Specif-
ically, hallucination is not merely a surface-level output
flaw but a systemic artifact rooted in the model’s training
dynamics and the nature of its data. Specifically, hallucina-
tion can stem from three compounding factors: (1) semantic
overgeneralization due to exposure to noisy, unverified, or
synthetic pretraining corpora; (2) objective misalignment,
where maximum-likelihood or reinforcement-based training
prioritizes coherence and helpfulness over factual accu-
racy; and (3) latent distribution shifts between pretrain-
ing and deployment-time inputs, particularly under long-
tail or adversarial queries [952, 953]. These factors jointly
reinforce spurious correlations and amplify unsupported
generations, even in otherwise well-aligned models. In sum,
hallucination represents a critical bottleneck for the reliable
deployment of LLMs. Its mitigation is foundational not
only for improving user trust but also for enabling the
safe integration of LLMs into high-stakes decision-making

workflows.

Privacy. Data privacy concerns [954] represent another
significant challenge in LLM deployment [821, 955]. Train-
ing these models requires vast amounts of text data, which
may include personal information, corporate secrets, and
medical records [956]. If an LLM inadvertently leaks sensi-
tive training data or lacks robust access control mechanisms,
users’ private information could be exploited or misused.
In corporate settings, LLMs may unintentionally expose
confidential documents or sensitive customer data, leading
to severe compliance and legal risks. Moreover, inference-
time attacks [957], such as membership inference and model
extraction, can further expose sensitive data by allowing ad-
versaries to infer training set membership or replicate model
behavior. Therefore, LLM-based applications must incor-
porate data protection measures and privacy-preserving
techniques like differential privacy and query rate limiting
to mitigate information leakage risks.

Robustness. Prompt injection [543] and jailbreak [636]
risks pose additional security threats. Attackers can craft
adversarial prompts to bypass security restrictions, causing
the model to generate harmful or unauthorized content. For
example, in chatbot systems, malicious users could manip-
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ulate LLMs to generate hate speech, disinformation, or even
harmful instructions. Similarly, in AI-powered coding assis-
tants such as GitHub Copilot, attackers may exploit LLMs to
produce code with security vulnerabilities, potentially serv-
ing as backdoors for future cyberattacks. Developing robust
security defenses to prevent LLMs from being misused in
real-world applications is crucial for AI safety.

Copyright. Another pressing concern is intellectual
property and copyright protection [958, 959, 960]. LLMs
are trained on vast datasets that often include copyrighted
texts, source code, and artistic works, raising potential in-
fringement risks. When generating content, LLMs may in-
advertently replicate or closely mimic copyrighted material,
leading to legal disputes. For instance, AI-powered writing
tools might generate articles resembling published works,
while coding assistants could produce open-source code
snippets without proper licensing [961]. This not only raises
concerns about content originality but also introduces legal
and ethical dilemmas. Addressing these challenges requires
watermarking [962, 963], provenance tracking, and clear
copyright attribution mechanisms to ensure responsible AI-
generated content management [178].

Ethical and Social Responsibility. Beyond technical
concerns, ethical and social responsibility are also criti-
cal factors in large-scale LLM deployment. Due to biases
in training data, LLMs may generate content that rein-
forces stereotypes, gender discrimination, or racial biases
[964, 965]. In sectors such as hiring, finance, and healthcare,
biased AI-generated recommendations could exacerbate ex-
isting inequalities and lead to unfair decision-making. More-
over, as LLMs become increasingly integrated into virtual
assistants, social media, and news distribution platforms,
concerns over AI-generated misinformation, transparency,
and accountability are growing. Building fair, transparent,
and trustworthy AI governance frameworks is thus essential
to mitigating AI-induced social risks.

Governance. As governments worldwide strengthen
AI regulations, LLM-related legal and compliance require-
ments are evolving rapidly. The EU AI Act classifies LLMs
as high-risk AI systems, requiring developers to provide
transparency reports and risk control mechanisms [966].
China’s Generative AI Regulations mandate AI-generated
content to align with ethical standards and undergo gov-
ernmental scrutiny [967]. In the United States, regulatory
discussions emphasize AI transparency and data privacy
protections, urging businesses to establish responsible AI
practices [968]. These policy developments indicate that
LLM-based applications must comply with regional regula-
tions while maintaining a balance between compliance and
innovation.

In summary, while LLM-based applications drive tech-
nological progress, they also introduce multifaceted chal-
lenges related to misinformation, data privacy, adversarial
manipulation, copyright infringement, ethical concerns, and
regulatory compliance (refer to Figure 14). These issues not
only impact the trustworthiness and legality of AI technolo-
gies but also have far-reaching implications for social trust,
legal accountability, and business sustainability. Addressing
these challenges necessitates a comprehensive approach that
integrates privacy protection, content governance, copyright
management, ethical safeguards, and regulatory compli-

ance, alongside collaborative efforts from both academia
and industry.

8 POTENTIAL RESEARCH DIRECTIONS

Through a systematic and comprehensive examination of
safety across the entire lifecycle of LLMs, we have identified
valuable insights for future research:

★ Data generation holds immense potential, particularly
in ensuring the safety of generated data and automating
the data generation process, which is crucial for reliable
and robust model training. Reliable data generation is
fundamental to the integrity of model training.

★ Post-training phases are becoming increasingly critical.
Ensuring secure fine-tuning and alignment of data is a
key future direction, closely intertwined with data gen-
eration. As concepts proliferate, multi-objective align-
ment may emerge as a significant area of focus.

★ Model editing and unlearning safety are paramount
for efficient model updates and deployment. Current
learning efficiencies are suboptimal, and advancements
in these technologies could revolutionize how mod-
els acquire new knowledge, enabling continuous and
efficient learning (potentially even localized memory
learning). These techniques might surpass traditional
SGD algorithms, but safety measures are essential to
prevent models from devolving into malicious entities
that contradict human intentions.

★ LLM agents, in the final deployment stage, require
robust safety assurances. Ensuring the security of agent
tools and agent memory, as well as addressing safety
in embodied intelligence scenarios such as web agents
and computer agents, are critical areas for further in-
vestigation.

9 CONCLUSION

In this survey, we provide a comprehensive analysis of the
safety concerns across the entire lifecycle of LLMs, from data
preparation and pre-training to post-training, deployment,
and commercialization. By introducing the concept of "full-
stack" safety, we offer an integrated view of the security and
safety issues faced by LLMs throughout their development
and usage, which addresses gaps in the existing literature
that typically focus on specific stages of the lifecycle.

Through an exhaustive review of over 900+ papers, we
systematically examined and organized the safety issues
spanning key stages of LLM production, deployment, and
use, including data generation, alignment techniques, model
editing, and LLM-based agent systems and LLM-based ap-
plications. Our findings highlight the critical vulnerabilities
at each stage, such as privacy risks, toxic data, harmful
fine-tuning attacks, and deployment challenges. The safety
of LLMs is a multifaceted issue requiring careful attention
to data integrity, model alignment, and post-deployment
security measures. Moreover, we propose promising direc-
tions for future research, including improvements in data
safety, alignment techniques, and defense mechanisms for
LLM-based agents. This work is vital for guiding future
efforts to make LLMs safer and more reliable, especially
as they become increasingly integral to various industries
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and applications. Ensuring robust security across the entire
LLM lifecycle is crucial for their responsible and effective
deployment in real-world scenarios.
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